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1 IntroductionThe concept of graph spanners has been studied in several recent papers, in the contextof communication networks, distributed computing, robotics and computational geometry[ADDJ90, Cai91, Che86, DFS87, DJ89, LL89, PS89, PU89]. Consider a connected simplegraph G = (V;E), with jV j = n vertices. A subgraph G0 = (V;E 0) of G is a k � spanner iffor every u; v 2 V , dist(u; v;G0)dist(u; v;G) � k;where dist(u; v;G0) denotes the distance from u to v in G0, i.e., the minimum number ofedges in a path connecting them in G0. We refer to k as the stretch factor of G0.In the Euclidean setting, spanners were studied in [Cai91, DFS87, DJ89, LL89]. Spannersfor general graphs were �rst introduced in [PU89], where it was shown that for every n�vertexhypercube there exists a 3-spanner with no more than 7n edges. Spanners were used in[PU89] to construct a new type of synchronizer for an asynchronous network. For this, andother applications, it is desirable that the spanners be as sparse as possible, namely, havefew edges. This leads to the following problem. Let Sk(G) denote the minimum number ofedges in a k�spanner for the graph G. The sparsest k-spanner problem involves constructinga k�spanner with Sk(G) edges for a given graph G.It is shown in [PS89] that the problem of determining, for a given graph G = (V;E) andan integer m, whether S2(G) � m is NP-complete. This indicates that it is unlikely to �ndan exact solution for the sparsest k�spanner problem even in the case k = 2. Consequently,two possible remaining courses of action for investigating the problem are establishing globalbounds on Sk(G) and devising approximation algorithms for the problem.In [PS89] it is shown that every n�vertex graph G has a polynomial time constructible(4k + 1)�spanner with at most O(n1+1=k) edges, or in other words, S4k+1(G) = O(n1+1=k)for every graph G. Hence in particular, every graph G has an O(log n)�spanner with O(n)edges. These results are close to the best possible in general, as implied by the lower boundgiven in [PS89]. The construction of [PS89] is based on the concept of sparse covers orpartitions (cf. [AP90]). Consequently, faster algorithms for constructing sparse covers, ineither the sequential, parallel or distributed modes [LS91, ABCP91, ABCP92b, ABCP92a],directly translate into faster algorithms for spanner construction as well.The results of [PS89] were improved and generalized in [ADDJ90] to the weighted case,in which there are positive weights associated with the edges, and the distance betweentwo vertices is the weighted distance. Speci�cally, it is shown in [ADDJ90] that given an1



n�vertex graph and an integer k � 1, there is a polynomially constructible (2k+1)�spannerG0 such that jE(G0)j < n � dn 1k e. Again, this result is shown to be the best possible.The algorithms of [ADDJ90, PS89] provide us with global upper bounds for sparsek�spanners, i.e., general bounds that hold for every graph. However, it may be that forspeci�c graphs, considerably sparser spanners exist. Furthermore, the upper bounds onsparsity given by these algorithms are small (i.e., close to n) only for large values of k. Itis therefore interesting to look for approximation algorithms, that yield near-optimal localbounds applying to the speci�c graph at hand, by exploiting its individual properties.In the sequel we concentrate on the sparsest 2-spanner problem. For this case, the bestglobal upper bound is S2(G) = O(n2). To see why this cannot be improved in general,consider the complete bipartite graph having n=2 vertices on each side. It is not hard tosee that the only 2�spanner for this graph is the graph itself. Thus there are cases whereany 2-spanner requires 
(n2) edges. This lends additional motivation to our interest inapproximating the sparsest 2�spanner for speci�c graphs.The construction of [ADDJ90] can be thought of as an approximation algorithm for thesparsest k�spanner problem. However, for the case of k = 2 the ratio provided by thisalgorithm might be as bad as 
(n) (which is also the trivial ratio, since every 2-spannercontains at least n� 1 edges).In this paper we present an approximation algorithm for the sparsest 2�spanner problemwith approximation ratio log jEjjV j . That is, given a graph G = (V;E), our algorithm generatesa 2�spanner G0 = (V;E0) with jE0j = O(S2(G) � log jEjjV j) edges. In the next three sections wegive some preliminary de�nitions, describe the algorithm and analyze its performance. Inthe last section we show a matching lower bound for our algorithm. In particular, we exhibita family of graphs Gk with �(k) vertices and 
(k2) edges for which our algorithm may �nda 2-spanner with 
(S2(G) � log k) edges.2 PreliminariesWe start by introducing some de�nitions. Let U � V be a subset of the vertices. The graphinduced by U is denoted by G(U). The set of edges in G(U) is denoted by E(U). The densityof U in G is de�ned as �G(U) = jE(U)jjU j :2



The maximum density of the graph G is de�ned to be�(G) = maxU�V f�G(U)g:We call the problem of �nding a subgraph of G with density �(G) themaximum density prob-lem. We recall the following fact, derivable, e.g., from [Law76]; pp. 125-127, or alternativelyfrom [GGT89].Lemma 2.1 [Law76, GGT89] The maximum density problem can be solved polynomiallyusing 
ow techniques.The fastest algorithm known for the maximum density problem is given in [GGT89]. Thisalgorithm runs in time O(mn log(n2=m)).We make use of an alternative characterization of k�spanners, given in the followinglemma of [PS89].Lemma 2.2 [PS89] The subgraph G0 = (V;E0) is a k� spanner of the graph G = (V;E) i�dist(u; v;G0) � k for every (v; u) 2 E.Next, we introduce the de�nition of a k-spanner of a subset E0 � E of the edges.De�nition 2.3 Let E 0 be a subset of the edges. An optimal k-spanner for E0 in G is aminimum subset E 00 � E such that every edge e 2 E 0 n E 00 lies on a cycle of length k + 1 orless with the edges of E 00.Thus the sparsest 2�spanner problem can be restated as follows: we look for a minimumsubset of edges E 0 � E such that every edge e that does not belong to E 0 lies on a trianglewith two edges that do belong to E 0. Since a spanning graph of any set E 0 is also a spanninggraph of any subset E 00 � E 0, the following fact holds.Fact 2.4 Let E1 be an arbitrary subset of E2, and let E 01 � E and E 02 � E be the edge setsof an optimal k�spanner for E1 and E2 in G, respectively. Then jE01j � jE02j.Given a graph G, we denote by N(v) the set of neighbors of v in G, i.e.,N(v) = fu j (u; v) 2 Eg :Let E 0 be an arbitrary set of edges and U an arbitrary subset of vertices. Denote byR(E0; U)the subset of the edges in the induced graph G(U) restricted to E0, namely,R(E0; U) = E(U) \ E0 :3



We denote covG(E0; v) = jR(E0; N(v))jand say that v covers the edges of R(E0; N(v)) in G. Note that if all the edges adjacent tov are in the spanner, then all the edges of R(E 0; N(v)) lie on a triangle with these spanneredges, and thus are taken care of. Denote the graph of neighbors of v restricted to E 0 byN(E0; v) = (N(v);R(E0; N(v))) :Denote the maximum density of this restricted neighborhood graph by�(E 0; v) = �(N(E0; v)) :3 The approximation algorithmLet us �rst explain the idea behind our approximation algorithm for the 2�spanner problem.Throughout the run of the algorithm we maintain a cover of the edge set E by three setsof edges, denoted Hs;Hc and Hu. The set Hs contains spanner edges, i.e., edges that werealready added to the constructed spanner. The set Hc consists of covered edges, i.e., edgesthat are either in the spanner, or lie on a triangle with two edges that are included in Hs.That is, at any given moment, for every edge e 2 Hc nHs there exist two edges e1; e2 2 Hssuch that e; e1 and e2 form a triangle. Finally, Hu consists of unspanned edges, i.e., edgesthat are still neither in the spanner nor covered by spanner edges.Our algorithm operates by repeatedly performing the following operation. For everyvertex v, we consider the graph N(Hu; v), consisting of the set of neighbors of v, with theedge set restricted to the unspanned edges Hu. In this graph we look for a subset Uv ofmaximum density, relying on Lemma 2.1. Then we choose the most dense such set amongall the sets fUv j v 2 V g. Assume that the chosen set is Uw.After �nding Uw, we add the \star" composed of the edges connecting Uw and w, to theedge set of the spanner Hs. In this way we cover a \large" set of edges (namely, those inHu \ E(Uw)), while adding only a \small" number of new edges (speci�cally, jUwj) to thespanner.This operation is repeated until all sets Uv are \su�ciently sparse," whence the algorithmhalts and Hs [Hu is taken to be the edge set of the resulting spanner.We now state our approximation algorithm more precisely.4
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v UFigure 1: The set U represents a dense subset of N(v). The solid edges are the ones added tothe constructed spanner.Algorithm 3.1 An approximation algorithm for the 2�spanner problem Input: a graphG = (V;E).1. Set Hu  E; Hc  ;; Hs  ;;2. While there exists some v for which �(Hu; v) � 1 do(a) Choose a vertex v for which �(Hu; v) is maximum.(b) Let Uv be the corresponding dense subset of N(v).Hs  Hs [ f(u; v) j u 2 Uvg.Hc  (Hc [R(Hu; Uv)) [Hs.Hu  Hu nHc.End-While.3. Return(Hs [Hu) 5



4 Analysis4.1 The approximation ratioNote that the output set of edges indeed forms a 2�spanner of G, since every edge in Hclies on a triangle with two edges of Hs. Denote the edge set of an optimal 2�spanner forG by H�. Let us now proceed to bound from above the ratio between the sizes of the setsHs [Hu and H�.Let us break the execution of the main loop of the algorithm into phases as follows.Denote r = jEjjV j and f = dlog re. Note that since the set Hu decreases in size at every step,�(Hu; v) is monotonically decreasing as well.De�nition 4.1 We de�ne the �rst phase to include all the iterations during which for everyselected vertex v, �(Hu; v) � r2 : For 2 � i � f; the i'th phase consists of the iterations duringwhich every selected vertex v satis�esr2i�1 > �(Hu; v) � r2i :Let Hsi (respectively,Hci ) be the set of new edges added to Hs (resp., Hc) in the i'th phase,and let Hui be the set of edges left in Hu at the end of the i'th phase. Note that from theabove de�nition of the phases, and the fact that the algorithm always picks the vertex vmaximizing �(Hu; v), it follows that Hui satis�es�(Hui ; v) < r2i (1)for every v. Let H�i be the edge set of an optimal 2-spanner for Hui in G. We denote byXi the set of vertices selected by the algorithm during step (a) of the iterations of the i'thphase (namely, those vertices for which �(Hu; v) was maximum in the iterations of the i'thphase).Note that a vertex v may be picked more than once during a phase, and in more thanone phase. Consider a particular phase i. Each time that the vertex v is picked in the i'thphase, a subset Sv = f(w; v)jw 2 Uvg of its adjacent edges is added to Hs, namely, thoseedges connecting it to Uv: Also, there is a corresponding set Cv = R(Hu; Uv) of edges fromHu that lie on a triangle with the edges of Sv and are thus added to Hc. Since jSvj = jUvj,by de�nition of �, these sets Sv and Cv satisfyjCvjjSvj = �(Hu; v):6



Denote the cardinality of the union of these sets Cv added during the i'th phase by hci(v),and the cardinality of the union of the sets Sv by hsi (v), for every vertex v 2 Xi. Note thatby the de�nition of the i'th phase, it follows from the above that for every v 2 Xi,hci (v) � r2i � hsi (v) : (2)Observe that an edge e = (v; u) may belong to two di�erent sets Sv, Su, hencejHsi j � Xv2Xi hsi (v) : (3)On the other hand, edges are included in sets Cv atmost once, hencejHci j � Xv2Xi hci(v) : (4)It follows from (2),(3) and (4) that jHci j � r2i jHsi j : (5)We now prove the following claim. Let G�i = (V;H�i ) be an optimal 2-spanner of Hui , andfor every v 2 V let d�i (v) be the degree of v in the graph G�i . Recall that covG�i (Hui ; v) is thenumber of edges of Hui covered by v in G�i . Denote�i(v) = covG�i (Hui ; v)d�i (v) :Lemma 4.2 For every v 2 V; �i(v) < r2i :Proof: Let N�(v) be the set of vertices adjacent to v in G�i . Thus jN�(v)j = d�i (v). AlsocovG�i (Hui ; v) = jR(Hui ; N�(v))j = jE(N�(v)) \Hui j :Thus �i(v) is the density of N�(v) in the restricted neighborhood graph N(Hui ; v), i.e.,�i(v) = �N(Hui ;v)(N�(v)). This density is no larger than the maximum density of the graphN(Hui ; v), namely, �i(v) � �(Hui ; v). Thus the required claim follows directly from inequality(1).Lemma 4.3 For every 1 � i � f , jHui jjH�j < r2i�1 + 1 :7



Proof: First let us remark thatjHui j � jH�i j+ Xv2V covG�i (Hui ; v); (6)since every edge e 2 Hui either belongs to H�i or is covered by some vertex in G�i . Secondly,by Fact 2.4 we have that jH�i j � jH�j : (7)Thirdly, note that jH�i j = 12 Xv2V d�i (v) : (8)Combining Eq. (6), (7) and (8) we conclude thatjHui jjH�j � jHui jjH�i j � jH�i j+Pv2V covG�i (Hui ; v)jH�i j= 1 + Pv2V covG�i (Hui ; v)12Pv2V d�i (v)� 1 + 2 �maxv2V (covG�i (Hui ; v)d�i (v) )= 1 + 2 �maxv2V f�i(v)g:Thus by Lemma 4.2 we havejHui jjH�j < 2 � r2i + 1 = r2i�1 + 1 :We now proceed to prove our main lemma.Lemma 4.4 For every 1 � i � f; jHsi jjH�j < 4 + 2ir :Proof: We �rst prove the claim for i = 1. We may assume w.l.o.g that n � 2. In this caseby Eq. (5) and by the choice of rjHs1jjH�j � 2r � jHc1jjH�j � 2�njEj � jEjjH�j � 2 � nn� 1 � 4 :We now prove the claim for i > 1. By Eq. (5) and by the fact that Hci � Hui�1, we havejHsi jjH�j � 2ir � jHci jjH�j � 2ir � jHui�1jjH�j :8



Using Lemma 4.3 we get jHsi jjH�j < 2ir � ( r2i�2 + 1) = 4 + 2ir :Corollary 4.5 jHsjjH�j = O(log r) :Proof: By Lemma 4.4 and the choice of f ,jHsjjH�j = Pfi=1 jHsi jjH�j� fXi=1(4 + 2ir )= 4 � f + 1r � fXi=1 2i = 4 � f +O(1) = O(log r):Furthermore, by Lemma 4.3 we haveCorollary 4.6 jHujjH�j < 3 :From Corollaries 4.5 and 4.6 we conclude our main result.Theorem 4.7 Algorithm 3.1 is an O(log jEjjV j) approximation algorithm for the sparsest 2-spanner problem.4.2 The time complexityWe now analyze the time complexity of our algorithm. In each iteration of the algorithm,the value of �(Hu; v) is computed for each vertex v. This requires solving a maximumdensity problem. The algorithm given in [GGT89] for the maximum density problem hastime complexity O(m � n � log(n2=m)), hence each iteration of our algorithm requires O(m �n2 � log(n2=m)) operations. At each iteration, at least one edge is added to Hc. Since everyedge is added to Hc at most once, there are at most m iterations, so the complexity of thealgorithm is bounded by O(m2 � n2 � log(n2=m)) which is polynomial in the input size.Since this complexity is rather high, we suggest the following way to speed up the algo-rithm, while losing only a constant factor in the approximation ratio. Instead of calculatingat each stage the maximum density � of a subset of N(v) for every v, we rather approximate9



�. That is, we �nd a subset with density within a constant c from the maximum. It is easyto see that the approximation ratio of the algorithm remains asymptotically unchanged (itonly grows by the constant c). The proof of this claim follows exactly as the proof of theprevious subsection.It remains to show how to approximate the maximum density problem. Given a graphG and a number � we check if the densest subgraph G0 has density � or more. Note thatevery vertex v in the graph with degree � � 1 or less can not be contained in G0, since byeliminating v from G0 the density �(G0) is increased. Thus we apply the following iterativeprocedure. Let G1 be a copy of G. Iteratively �nd in G1 a vertex v with degree � � 1 orless (if exists), and eliminate v and its adjacent edges from G1. If G1 ends up empty, weconclude that the maximum density �(G) is less than �. (This is because if the density is� or higher, the subgraph G0 contains only vertices of degree � or more, and therefore mustbe preserved in G1 throughout the elimination process.) Else, we found a subgraph G00 of Gwith minimum degree at least �, implying that the density of G00 is �(G00) � �=2. Thus byconducting a binary search over the possible values of � we obtain a subgraph G00 of density�(G00) � �(G)=2. This implies an approximation ratio of 2.Clearly, the approximation procedure for the maximum density problem is considerablyfaster than the exact solution. In particular, using appropriate data structures (whose de-scription is omitted from the paper), we get an approximation procedure for the maximumdensity problem with time complexityO(m log n+n log2 n). This, in turn, yields a logarith-mic ratio approximation algorithm for the 2-spanner problem, with time complexity boundedby O(m2 � n log n +m � n2 � log2 n).5 A lower boundIn this section we establish tightness of the analysis in Section 4.1 by presenting a familyof graphs for which the greedy algorithm for the 2-spanner problem performs as badly as
(log n). That is, we exhibit a family of graphs Gk; for in�nitely many values of k, with�(k) vertices and 
(k2) edges for which the greedy algorithm outputs a 2-spanner with
(S2(G) � log k) edges.5.1 The graph GkLet k = 2p for an integer p. Denote k0 = k�4. Let U = fu1; : : : ; uk0g andW = fw1; : : : ; wk0g.Break the set U into p � 2 subsets by successive halving, letting U1 contain the �rst k=2 of10
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U1 U2 U3Figure 2: Break-up of the set U into subsets, and connections to the vertices of A and B.the vertices, U2 contain the next k=4 and so on. I.e.,U1 = fu1; : : : ; uk=2g ; U2 = fuk=2+1; : : : ; u3k=4g; : : : ; Up�2 = fuk�7; uk�6; uk�5; uk�4g:Also de�ne two additional sets A = fa1; a2; a3; a4g and B = fb1; : : : ; bp�2g. The vertex setis V = U [W [ A [ B. Note that the number of vertices, n, satis�es n = �(k). We shallfurther break each set Ui into four equal-sized subsets Ui(j), for j = 1; 2; 3; 4 (see Fig. 2).Formally, for a set P = fp1; : : : ; p4�lg of 4 � l elements denote P (j) = fP(j�1)l+1; : : : ; Pjlg: Forexample, U1(1) consists of the �rst quarter of the vertices of U1, i.e., U1(1) = fu1; : : : ; uk=8gand so on.We now specify the edge set of Gk.(E1) For 1 � i � 4, the vertex ai is connected to W [ Sj Uj(i).(E2) For 1 � i � p� 2, the vertex bi is connected to every vertex in W [ Ui.(E3) The sets W and U are connected by a complete balanced bipartite graph (that is, Wand U are independent sets, and every vertex of W is connected to every vertex in U .)(E4) A [B forms a clique. 11



5.2 The approximation ratio of the greedy algorithm on GkWe now consider the question of a sparse 2�spanner for the graph Gk de�ned above. Letus �rst observe that this graph has a 2�spanner with O(n) edges. This spanner is obtainedby taking the edge subsets (E1) and (E4) above, namely, all the edges adjacent to ai, for1 � i � 4. Hence we have:Claim 5.1 S2(Gk) = O(n).On the other hand, we claim that our algorithm will construct for Gk a 2�spanner with
(n log n) edges. (Speci�cally, it includes the edge subset (E2) above, namely, all the edgesconnecting bi to W [Ui for every 1 � i � p� 2.) In particular, the algorithm will select thevertices b1; : : : ; bp�2 in its iterations. To see this, observe �rst the following claim.Claim 5.2 The �rst vertex to be selected by our algorithm is b1.Proof: Let us �rst compute bounds on �(Hu; v) for every v in the initial situation. Considera vertex v 2 A [ B, and denote its corresponding densest subgraph by Uv = Ŵ [ Û [ Z;where Ŵ and Û are subsets of W and U respectively, and Z is subset of A[B, jZj = l. Thedensity of the set Uv is bounded above by�(Uv) = jE(Uv)jjUvj � jÛ jjŴ j+ jŴ jjZj+ jÛ jjZj+ jZj2jÛ j+ jŴ j+ jZj � jÛ jjŴ jjÛ j+ jŴ j + l (9)For a vertex v in A[B n fb1g the maximum size of Û is k=4, and the maximum size of Ŵ isless than k. It thus follows that for a vertex in A[B nfb1g the maximum density is boundedabove by �(Uv) � k � k=4k + k=4 + l = k=5 + l:On the other hand, N(b1) contains a subgraph of density larger than k0=3, namelyW [U1. Itis easy to see that the density of N(v) for vertices v 2 U [W is smaller. Thus for su�cientlylarge k (it is enough to choose k such that 2k=15 > p+ 3), b1 is chosen.Next, we prove that when b1 is selected, the densest subgraph (i.e., the subset of N(b1)selected) is in fact the entire neighborhood, N(b1).Note that the maximum density of N(b1) is bounded byk0=3 < �(N(b1)) < k=3 + p+ 1: (10)Let Ub1 denote the densest subgraph of N(Hu; b1). As before, let Û , Ŵ and Z, jZj = l bethe subsets chosen, namely, Ub1 = Û [ Ŵ [ Z, Z � A [ B, Û � U , Ŵ � W . We have thefollowing claim. 12



Claim 5.3 For su�ciently large k, jÛ j; jŴ j � 5k0=12Proof: Suppose that the claim does not hold. W.l.o.g assume that jÛ j < 5k0=12: Note thatjŴ j � k0 and therefore Eq. (9) would imply that the density of Ub1 is bounded above by�(Ub1) � jÛ jjŴ jjÛ j+ jŴ j + l � 5k0=12 � k05k0=12 + k0 + p + 1 = 5k0=17 + p + 1 < k0=3;in contradiction with Eq. (10).From Claim 5.3 we deduce that (for su�ciently large k) Ub1 = N(b1). To see this, notethat if this is not the case, it is possible to add to Ub1 an outside vertex v0 2 N(b1) n Ub1.By Claim 5.3 the number of neighbors of v0 in Ub1 is at least 5k0=12 and by Eq. (10),5k0=12 > k=3 + p+ 1 > �(Ub1). Thus the density of Ub1 [ fv0g is larger, a contradiction.Thus in the �rst iteration of our algorithm, the star composed of all the edges of b1 isadded to the spanner.At the end of the �rst iteration the situation becomes somewhat simpler. All the edgesconnecting vertex pairs in A[B, A[W and B[W are already spanned, and it remains onlyto take care of edges connecting U to A[B [W . Hence starting from the second stage, forevery v 2 A[B, the neighborhood of v in the collection of unspanned edges Hu, N(Hu; v),is a bipartite graph, with the vertices of U in one side, and the rest of v's neighbors in theother. It follows by arguments similar to the above thatClaim 5.4 In the i'th iteration, 2 � i � p � 2, the vertex bi is chosen and all the edgesconnecting bi to the vertices of W and U (and no other edges) are added to the spanner.It thus follows from Claim 5.4 that the number of edges in the constructed spanner is
(k log k) = 
(n log n). Combined with Claim 5.1, we conclude:Lemma 5.5 On the graph Gk; the approximation ratio provided by our algorithm is 
(log n).6 Conclusion and open problemsWe have shown that there exists an approximation algorithm for the sparsest 2�spannerproblem with a worst case approximation ratio of �(log jEjjV j). Note that while the worst caseratio of the algorithm is O(log n), it performs better for sparse graphs. The next immediate13



problem is to approximate the sparsest k�spanner problem for an arbitrary �xed value ofk with a similar ratio. This seems to be a considerably more di�cult problem than the onesolved in this paper, even for k = 3. Another interesting problem is to give an approximationalgorithm for the weighted version of this problem.AcknowledgmentWe are grateful to Noga Alon for his helpful comments, and for directing us to Lemma 2.1 in[Law76]. We would like to thank Barun Chandra for helpful comments on previous drafts.
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