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ABSTRACT
Advances in wireless communication technology have allowed for the collection of large-scale human motion trajectories by recording the appearance of mobile devices within the neighborhood of wireless base stations. Such city-scale datasets pose new challenges on efficient data collection, analysis and similarity based queries. In this paper, we propose new partial similarity measures, categorized as time-sensitive, order-sensitive and order-insensitive ones, and show with real data that these partial similarity measures are more robust than classical measures and more suitable for generating meaningful query results in near-neighbor type of data mining applications. Further, the power of the partial similarity persists even with significant down-sampling. We presented rigorous analysis of the performance of partial similarity measures with subsampling. Our evaluation using real data shows high recall and precision (≥ 90%) with samples only in the order of 1% of the original data size.

1 INTRODUCTION
The ubiquitous availability of mobile devices and wireless coverage has allowed for the collection of a huge volume of human motion trajectories through wireless connections between devices or from devices to base stations. Periodically the mobile agents exchange information with nearby base stations regarding the agent identification (ID), time and location. These records, put together, produces a good representation of the trajectory. Different from previous approaches in which users voluntarily upload their GPS trajectories, the distributed framework of trajectory sensing has allowed for a massive scale of trajectory collection. Examples of trajectories collected in this manner include human mobility traces of over 100,000 mobile phone users [27] and about 95,000 users on a large university campus [47]. Such big human mobility data has motivated human trajectory analysis and mining with a wide range of applications including anomaly detection [37, 39], crime investigation [30], city planning [35], traffic analysis and optimization [40].

Trajectory Sensing and Analysis
One of the most fundamental questions is to understand properties of natural human trajectories. Prior work on mining and analysis of human trajectories has revealed two important aspects: individuality and commonality.

On the aspect of individuality, it has been confirmed in multiple datasets [19, 21] that a handful of randomly chosen spatial-temporal data points – the timestamp and location of a user – could uniquely identify the user from a large trajectory database, even with coarse-grained resolution. This suggested that human mobility trajectories, in the space-time domain, are very sparse. It is unlikely that two different users are at the same location at randomly chosen timestamps. The individuality of human trajectories suggests important security-related applications such as crime investigation (locate the individual who appeared in a few locations at certain times). It also reveals interesting interplay with social structures – individuals who frequently visit the same location (even if not in the same order and not at the same time) are strongly correlated with social ties [8, 42]. The individuality of human trajectories also raises potential privacy concerns for releasing the whole trajectory database to the public.

On the other hand, data mining applications have been trying to identify commonalities among the trajectories, such as convoys (groups of users moving together continuously) [31, 32, 36, 41, 44], frequent sequential patterns (frequently occurring subsequences) [38, 46], or popular paths (paths travelled by a significant fraction of users, possibly at different time, among all users that appears on the paths) [20, 33]. These common patterns and features of trajectories suggest important patterns that could be useful for traffic analysis and civil planning.

Understanding both individuality and commonality of trajectories requires efficient similarity search, possibly with different similarity measures, which is the topic of this paper.

Dataset and Motivation. The research problem in this paper is motivated by a trajectory data set from electric motorbikes collected in two different cities over a month. This is a unique dataset – it is large both in the number of users and the time scale, and the motorbikes are individually owned, which makes the dataset to be directly related to individual mobility patterns. In prior work, there have been a lot of studies on mobility datasets of taxis [40, 43, 45], which is suitable for traffic analysis but is less useful for understanding human mobility properties.

<table>
<thead>
<tr>
<th>City</th>
<th>Zhengzhou</th>
<th>Wenzhou</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensing</td>
<td>GPS location</td>
<td>Appearance</td>
</tr>
<tr>
<td>Geo-range</td>
<td>27km × 35km</td>
<td>110km × 70km</td>
</tr>
<tr>
<td># of Agents (n)</td>
<td>42, 380</td>
<td>633, 194</td>
</tr>
<tr>
<td># of Records</td>
<td>19, 802, 231</td>
<td>50, 873, 192</td>
</tr>
<tr>
<td>Avg # of Records/Agent</td>
<td>467</td>
<td>80</td>
</tr>
</tbody>
</table>

Table 1: Dataset Description

Some basic information from one day’s data is shown in Table 1. As could be seen in the table, there are two immediate challenges in data collection and analysis. First, the dataset is huge. There are over 600K agents in Wenzhou with over 50 million records for one day only. For Zhengzhou there are fewer agents (still over 40K) but the data is collected with much higher resolution and the number of trajectories suggests important patterns that could be useful for traffic analysis and civil planning.
of records for one day is beyond 19 million. Collection, storage, and management of the big data is a great challenge. The immediate questions are: 1) whether one could use sparse sampling to reduce data size; yet 2) whether one could still perform meaningful similarity analysis and query for data mining tasks.

**Trajectory Similarity and Query.** Comparing two trajectories is a heavily studied problem. There has been many commonly used measures to calculate the distance or similarity of two trajectories, including the Hausdorff distance in Figure 1(a) (the maximum of the distance from any vertex on one trajectory to the other trajectory), the Fréchet distance in Figure 1(b) (the min max distance for a traversal along the two trajectories without backtracking) or Dynamic Time Warping (DTW) distance (min sum instead of min max compared to the Fréchet distance). The Hausdorff distance ignores the order of locations visited by the agent while the Fréchet and DTW distance are sensitive to the orders.

![Figure 1: Illustration of the Hausdorff and discrete Fréchet distance of two trajectories.](image)

Our datasets are at a city scale and contains user activities in a long period of time. Using these classical measures to analyze the similarity of two users faces two problems.

First, many of these distance measures are *extreme* measures (of the min-max or max-min type) and capture the worst-case scenario. On a dataset at a city-scale, the distances often come out to be too large to be interesting. It is nearly impossible for any two individuals to be always staying close to one another in a day. In Figure 2, we randomly selected 1,000 agents in the Zhengzhou dataset and compared the discrete Hausdorff and discrete Fréchet distance (without the timestamp information). About half of the Hausdorff distance and Fréchet distance are more than 20km, which is the radius of the city. If we want to answer near-neighbor queries (return trajectories similar to a given one), these measures are too sensitive to outlier points and are not very informative.

Second, the computational cost of these distance measures becomes a non-trivial challenge, especially on data at this scale. First, computing the distance of two trajectories could take a quadratic running time (e.g., for Fréchet distance and Dynamic Time Warping distance) on the number of data points of each trajectory. For similarity-based queries, i.e., return the trajectories in the database that are similar to a given one, even a linear running time algorithm (as for the case of Hausdorff distance) becomes infeasible, if we need to scan and compare with the entire database. We need to design super efficient algorithms to answer such queries.

**Our Results.** In this paper, we propose efficient methods for sensing, processing and answering queries of massive city-scale trajectory datasets.

We develop and use new concepts of *partial* trajectory similarity measures. The motivation is two-folds. First, we would like to reduce sensitivity to extreme values and develop measures that generate more differentiating results in similarity queries. Second, by using different amount of information in human trajectories, we have measures for different interesting features in terms of individuality and commonality.

- **Time-Sensitive partial similarity:** Each trajectory is a sequence of time-stamped locations. Two trajectories are $α$-Time-Sensitive similar if at least an $α$ fraction of samples on the short trajectory are the same ones (or nearby with a specified distance/time threshold) on the other trajectory, including time stamp and location.
- **Order-Sensitive partial similarity:** Each trajectory is an ordered sequence of locations visited by the agent. Two trajectories are $α$-order-sensitive similar, if an $α$ fraction of samples on the shorter trajectory are matched (exactly or with a given distance threshold $r$) with the samples on the other trajectory in the corresponding order. This could be considered as a partial measure for Fréchet distance.
- **Order-Insensitive partial similarity:** Similar to the previous case, but ignore the order of locations an agent visits. This could be considered as a partial measure for Hausdorff distance.

The partial similarity/distances are more robust and differentiating than the classical distances. It is well known that the trajectories of the same agent in different days are similar. The plot using partial similarities clearly demonstrates this while classical measures fail to catch this pattern. See Figure 2 and Section 3.

The three partial measures, Time-Sensitive, Order-Sensitive, and Order-Insensitive ones, keep a decreasing amount of information (temporal dimension, traversal order, or appearance only, respectively) from the original trajectory data. Therefore, the focus of (partial) similarity in these three measures transitions from individuality to commonality in trajectory data. We empirically evaluated this dimension. By using a random sample from a given query trajectory, we evaluate the minimum number of samples such that there is a unique agent whose trajectory matches the given samples according to each of our defined similarity measures. We find that the temporal property and traversal order are important features to identify an agent with a small number of samples, suggesting these properties to be differentiating and sensitive features for user privacy.

Next, we use random sampling to create sketches for answering partial similarity queries efficiently. We consider a network setting in which the mobile agents communicate with nearby checkpoints/base stations with their appearances and possibly timestamps (exactly the same setting in which the two datasets were collected). Each checkpoint uses a probability $p$ to collect the timestamped location from the agents nearby. We build hashes using these samples, for the different partial similarity measures. Here the collected records for the same mobile agent can be treated as a sequence, sensitive in the temporal order, or as a set, insensitive to
the temporal order. In particular, for the time-sensitive partial similarity, we keep the samples as a set of tuples \((t, c)\), with timestamp \(t\) and location \(c\); for the order-sensitive/order-insensitive partial similarity, we keep the samples as a sequence/set of locations visited, ignoring the timestamps.

We show that with a small sample probability \(p\), this reduces the data rate and communication cost from mobile agents to base stations, yet the sketches allow efficient partial similarity queries. Intuitively, two trajectories of high similarity are still likely to share a lot of samples even with significant down-sampling. Answering queries for partially similar trajectories of a given query trajectory becomes a simple table lookup by using a properly chosen bucket size - simply report the trajectories that are hashed to the same bucket. In all three cases, we analyze rigorously the true positive rate (a trajectory that is \(\alpha\)-similar is retrieved) of this random hash, and empirically evaluated the precision and recall for different choices of parameters. Specifically, to guarantee a good recall ratio, we just need to maintain very small samples of the original trajectory. For example, for \(\alpha\)-Time-Sensitive similarity, with \(\Omega\left(\frac{l}{\log n}\right)\) samples, trajectories that are \(\beta\)-similar to the query trajectory, with \(\beta \in (\alpha - \delta, \alpha + \delta)\), can be retrieved with probability \(1 - \eta\). For order-sensitive and order-insensitive cases, we need \(\Omega\left(\frac{B}{2}\sqrt{\log(1/\eta)}\right)\) samples to obtain a good recall ratio, where \(l\) is the length of the trajectory in the dataset. In practice, we do not need such many samples.

Last, we implemented our framework and algorithms to evaluate similarity queries for both datasets. Precision and recall are two factors that we mainly focus on. There are three parameters that have affect on the performance, including similarity parameter \(\alpha\), sample probability \(p\) and threshold coefficient \(k\), which is related to \(\delta\), setting the similarity threshold for retrieved instances. In our evaluation, we find that for trajectories that cover a time scale of a week, the sample probability could be less than 0.01 ~ 0.1, for both recall and precision to be higher than 90%, with an appropriate threshold coefficient \(k\). This leads to a substantial amount of saving in both communication and data processing costs. The running time can be reduced by 70% approximately for Time-Sensitive similarity and Order-Insensitivity similarity. For Order-Sensitivity similarity, the running time can be reduced by more than 90%.

In the following, we start by reviewing the related work in Section 2. In Section 3, we introduce existing measurements in curve similarity and discuss the reason why they are not suitable for real applications. Then, we proposed our framework and concept of partial similarity in Section 4. At the same time, we talk about how to compare two trajectories and analyze the performance guarantees in this section. The simulations are presented in Section 5 and Section 6 concludes this paper.

2 RELATED WORK

Distances between Two curves. There has been a lot of work on computing distances between two trajectories or curves. For two discrete trajectories of length \(l_1\) and \(l_2\) respectively, the Hausdorff distance can be computed in time \(O(l_1 \log l_2)\), with \(l = l_1 + l_2\). For the Fréchet distance, Alt and Godau presented an \(O(l_1l_2 \log(l_1l_2))\) algorithm for two polygonal curves with \(l_1\) and \(l_2\) vertices respectively [5, 26]. Over the decades, studies on the Fréchet distance have developed into a rich field of research, in which many generalizations and variants are studied [4, 14, 17, 24]. However, the quadratic worst-case complexity of Alt and Godau’s algorithm had only a log-factor improvement [13]. Bringmann recently presented strong evidence that the Fréchet distance has no strongly subquadratic algorithms, by proving that any such algorithm would yield a breakthrough for the Satisfiability problem (specifically it would break the Strong Exponential Time Hypothesis) [11]. Similar lower bounds exist for Dynamic Time Warping distance [12]. Thus, in a data set of \(n\) trajectories, finding the near neighbors of a given query, implemented in the naive manner, will run in \(O(n^2)\) time. This is computational quite heavy for the kind of dataset we consider.

Curves of Special Types. Due to the high computational cost of the Fréchet distance for general curves, researchers have thus focused on curves of special properties, such as backbone curves [7], \(k\)-straight curves [6], \(\phi\)-low density curves [24], and \(c\)-packed curves [24]. While these notions improved our understanding of characteristics of curves that make Fréchet distance computationally hard, Julian and Karl [10] found that real-world trajectories may not have these properties, for example, in the data set of the ACM SIGSPATIAL GIS Cup 2017, derived from GPS traffic data in San Francisco Bay Area.

Similarity and Hashing. A useful algorithm in practice is to efficiently answer similarity-based queries to a trajectory database. For example, given a query curve \(q\), the \(k\)-nearest neighbor query asks for finding the curves that are the top \(k\) most similar ones to \(q\); the \(r\)-range query asks for all trajectories within distance \(r\) from \(q\) [3, 18].

A commonly used idea is Locality Sensitive Hashing (LSH) framework [29]. Indyk used the product metrics [28] to achieve an approximation of \(O(\log l + \log \log n)\) for the trajectory with nearest neighbor discrete Fréchet distance search with query time of \(O(t^{O(1)} \log n)\), where \(l\) is the length of the trajectory and \(n\) is the number of trajectories. To improve the storage of data structure and query time, a new LSH scheme was proposed by Drimel and Silvestri [25]. Their idea is to snap trajectories to a grid placed with random shift, or apply a fixed sequence of random perturbations to the vertices of a trajectory before snapping them to nearest grid points, which achieves a constant approximation factor. This is tested on real-world data sets in [16]. Similarly, the recent work by Maria et al. [8] proposed to snap trajectories to randomly placed disks. When two trajectories have Haudsorff or Fréchet distance less than \(\frac{2\delta}{r}\), the lower bound of probability that they have the same hash value is \(1 - O\left(\frac{5D}{4A}\right)\), where \(r\) is the radius of the disk, \(D\) is the number of disks, \(A\) is the area of the region and \(a\) is a constant. This probability bound is good when the trajectories are long.

Addressing outliers. There was also work in the literature trying to address the issue of outliers in distance calculation. In partial Fréchet distance [14], given a threshold \(\delta\), the similarity of two curves is defined as the total length of longest subcurves that are matched with Fréchet distance of at most \(\delta\). It can be computed in \(O(3^{l}\log l)\) time under the \(L_1\) and \(L_\infty\) norm, but computation under the \(L_2\) norm is still a problem. Alternatively, Fréchet distance with shortcuts [23] considers traversals allowing shortcuts [15] or forward jumps [9]. The first one means that the detours are replaced by line segments. They need to decide whether the shortcut Fréchet
(b) Density of Fréchet Distance

Figure 2: Distribution of distances and partial similarities in Zhengzhou. The blue curve and the orange curve describe the distance of two trajectories of two consecutive days of the same agent. The green line show the distance between the trajectories of two randomly chosen agents in one day. For partial similarity measures, we consider two sample points (without timestamps) match if they are within distance \( r \), with \( r \) to be the x-axis of the plot. We mark the 50 percentile by the vertical dotted line.

distance is within the threshold \( \delta \). In the general case, the shortcuts can start and end at any point on the input curve. They provided a 3-approximation algorithm to solve it. For the vertex-restricted case, the shortcuts have to start and end at input vertices. There is an exact algorithm. Both algorithms run in \( O(l^3 \log l) \) time. The forward jump simply skip the detour and and gave an \( O(l^3 \log^3(l)) \)-time deterministic algorithm, but the forward jump is only allowed in one curve. However, all of these algorithms have high computation times which are not suitable to our applications.

**Curve Simplification.** In managing large trajectory datasets curve simplification is often adopted, where the goal is to construct an approximate curve that is close to the original. The Douglas-Peucker algorithm [22] is probably the most popular algorithm of this type. A recent work uses topological persistence to simplify trajectories, and find significant turns at different resolutions [34].

Compared to these work, our work is closely tied to the setup of trajectory sensing scenario. Our random sampling could be considered as curve simplification as well, with guarantee of preserving partial similarity measures to other trajectories. Also our hashing could be considered as locality sensitive hash for partial curve similarity with a better probability bound than the previous solution [8]. If the length of trajectories are almost the same, our work improve the lower probability bound to \( 1 - \frac{1}{e^{O(l)}} \), where \( l \) is the length of trajectories.

3 CHALLENGES

Many data mining applications require a similarity measure as a basic routine. We first introduce the classical similarity measurements, Hausdorff and Fréchet distance. We assume a discrete setting in which each trajectory is a sequence of points in the plane.

**Definition 3.1.** (Hausdorff Distance): Consider two trajectories \( T_1 = \{u_1, u_2, \ldots, u_l \} \) and \( T_2 = \{v_1, v_2, \ldots, v_l \} \) of length (number of vertices) \( l_1 \) and \( l_2 \), respectively. The Hausdorff distance is the maximum of the distance from vertices on one trajectory to the nearest vertex on the other trajectory:

\[
H(T_1, T_2) = \max\{\max_{u \in T_1} \min_{v \in T_2} d(u, v), \min_{v \in T_2} \max_{u \in T_1} d(u, v)\}
\]

where \( d(u, v) \) is the distance between vertex \( u \) and \( v \).

The Hausdorff distance ignores the traversal order of vertices on a trajectory. The Fréchet distance explicitly considers the order of vertices on a trajectory. We first define the concept of a traversal:

**Definition 3.2.** (Traversal): Given two trajectories \( T_1, T_2 \), of size \( l_1, l_2 \) respectively, a traversal \( \tau = \{(i_1, j_1), (i_2, j_2), \ldots, (i_l, j_l)\} \) is a sequence of pairs of indices referring to a pairing of vertices from two trajectories with the properties:

1. \( i_1 = 1, j_1 = 1 \) and \( i_l = l_1 \) and \( j_l = l_2 \)
2. \( \forall (i_k, j_k) \in \tau: (i_{k+1} - i_k) \in \{0, 1\} \) and \( (j_{k+1} - j_k) \in \{0, 1\} \)
3. \( \forall (i_k, j_k) \in \tau: (i_{k+1} - i_k) + (j_{k+1} - j_k) \geq 1 \)

**Definition 3.3.** (Discrete Fréchet distance): Let \( \mathcal{T} \) be the set of all traversals between two trajectories \( T_1 \) and \( T_2 \). The discrete Fréchet distance \( DF(T_1, T_2) \) between them is:

\[
DF(T_1, T_2) = \min_{\tau \in \mathcal{T}} \max_{(u_{j_k}, v_{j_k}) \in \tau} d(u_{i_k}, v_{j_k})
\]

Both measurements, taking min-max or max-min values, are sensitive to outliers. In Figure 2, we show the distribution of Hausdorff distance and Fréchet distance in our trajectory datasets. The green lines describe Hausdorff distance and Fréchet distance between the trajectories of two random chosen agents in one day. About half of the pairs have distance more than 20km, which is more than the radius of the city. The blue lines consider the trajectories of the same agent in two consecutive days. Indeed the trajectories of the same agent in different days are shown to be more similar to each other. By relaxing to partial similarities (shown by the orange curves), the distance thresholds of achieving \( \alpha \)-similarity shows much higher level of differentiation of the trajectory pairs.
4 TRAJECTORY SENSING, ANALYSIS AND QUERY

We consider the setting in which n mobile agents move within a geographical region with m wireless checkpoints \( C = \{ c_1, c_2, \ldots, c_m \} \). The checkpoints, being roadside units, Wi-Fi access points or cellular base stations, are assumed to be connected to each other by existing infrastructure. The mobile agents periodically communicate with the checkpoints with their IDs (tagged with timestamps) to nearby checkpoints. The data records may also be appearances only (with or without timestamps) or may carry detailed GPS locations, if the mobile agents have GPS data.

The trajectory set of these mobile agents is represented as \( T = \{ T_1, T_2, \ldots, T_n \} \). Each trajectory is a sequence composed of pairs of time stamp and location (either the location of the checkpoint visited by the mobile agents or the GPS location of the mobile agent). The length of trajectory \( T_i \) can be represented as \( l_i \).

In the query process, given a query trajectory \( T_q \), which might be a trajectory of one agent in the data set or a sequence of checkpoints and possibly appearance timestamps, we wish to find trajectories in the dataset \( T \) that are similar to \( T_q \). There are many different ways to define the similarity between two trajectories. We will now define rigorously our similarity measure.

4.1 Partial Similarity

The motivation for partial similarity is to avoid the measure being overly sensitive to outliers.

First, we talk about Time-Sensitive similarity. A trajectory records the appearance of a mobile agent in the neighborhood of checkpoints and its appearance time. It is a set of tuples \( (t, c) \), which means that the agent visited the checkpoint \( c \) at time slot \( t \). Time-Sensitive similarity measures the degree of two agents appearing near the same checkpoint at the same time slot. We denote the number of common tuples in two trajectories by \( CC(T_q, T_i) \).

**Definition 4.1.** \textbf{Time-Sensitive Similarity}: Given a query trajectory \( T_q \) and a similarity threshold \( \alpha \), \( 0 \leq \alpha \leq 1 \), the trajectory \( T_i \) is \( \alpha \)-Time-Sensitive similar to the query trajectory \( T_q \) if \( \frac{CC(T_q, T_i)}{\min(l_q, l_i)} \geq \alpha \).

Next, we relax the time dimension to consider only the order that an agent visits different checkpoints, termed the Order-Sensitive similarity. A trajectory only records the appearances of a mobile agent in the neighborhood of checkpoints as a sequence of checkpoints visited. The Order-Sensitive similarity is to capture the shared sequential pattern in two trajectories by finding the longest common subsequence between two sequences. It is similar to the definition of Fréchet distance. We denote the length of the longest common subsequence as \( LCS(T_q, T_i) \).

**Definition 4.2.** \textbf{Order-Sensitive Similarity}: Given a query trajectory \( T_q \) and a similarity threshold \( \alpha \), \( 0 \leq \alpha \leq 1 \), the trajectory \( T_i \) is \( \alpha \)-Order-Sensitive similar to the query trajectory \( T_q \) if \( \frac{LCS(T_q, T_i)}{\min(l_q, l_i)} \geq \alpha \).

Last, we only record the checkpoints visited by agents, ignoring timestamp or traversal order. A trajectory is a set of checkpoints visited. The Order-Insensitive similarity is to consider the common checkpoints visited by two agents, denoted as \( CN(T_q, T_i) \). Now we provide the definition of Order-Insensitive similarity:

**Definition 4.3.** \textbf{Order-Insensitive Similarity}: Given a query trajectory \( T_q \) and a similarity threshold \( \alpha \), \( 0 \leq \alpha \leq 1 \), the trajectory \( T_i \) is \( \alpha \)-Order-Insensitive similar to the query trajectory \( T_q \) if \( \frac{CN(T_q, T_i)}{\min(l_q, l_i)} \geq \alpha \).

These partial similarities are more robust to noises or perturbations than the discrete Hausdorff distance and Fréchet distance. In the sensing process, it is common to miss some points or add some noise points in the trajectory, which might increase Hausdorff distance and Fréchet distance, but may not influence the partial similarity much.

4.2 Random Collection

The current system of trajectory sensing collects location records on the order of every 10–15 seconds. This produces a huge volume of data, resulting in a heavy burden for communication, storage, and analysis. A natural question we ask is, can we reduce data sampling rate/size and develop an efficient query scheme with performance bounds for data mining application?

First, we propose our sampling sketches to collect the trajectories from the checkpoints. The sample probability \( p \) is set to reduce the data size. In each collection time slot, each checkpoint decides to collect the information from the agents with probability \( p \) and do nothing otherwise. Then, for different settings, we store the trajectories and compute the similarity in different ways:

1. **Time-Sensitive Similarity:** For any trajectory \( T_i \) as a set of tuples, each tuple can be selected with probability \( p \) according to the checkpoint and the time slot. If a tuple is selected, it is stored in subtrajectory \( H_i \), with the same data structure with \( T_i \). Then we can set a hash table for each tuple, i.e. \( < t, c > \) as the keys of hash tables. To compute Time-Sensitive similarity between two trajectories, we just need to go through the shorter trajectory and check how many tuples are collide with the other trajectory in the hash tables. It is a linear algorithm.

2. **Order-Sensitive Similarity:** The trajectory \( T_i \) is stored as a sequence or a vector in the form of \( \{ c_1, c_2, \ldots, c_i \} \). To randomly collect this trajectory, we also store the subtrajectory as a sequence or a vector. As computing Order-Insensitive similarity between two trajectories, we have to use dynamic programming to solve the longest common subsequence between them, which is a quadratic-time algorithm.

3. **Order-Insensitive Similarity:** The trajectory is stored as a set, containing all the checkpoints visited, as \( \{ c_1, c_2, \ldots \} \). With a sample probability \( p \), we collect the subtrajectory as a set. Using these sets, we maintain a hash table, with the checkpoints as the keys. For each checkpoint, it stores all the agents who visit it. To compute the Order-Insensitive similarity, we take all the trajectories of agents and check whether they visit the checkpoints which are along the query trajectory \( T_q \). We can get the satisfied trajectories quickly. It is a linear algorithm, depended on the number of samples in the dataset and the number of checkpoints.

The process of our framework is shown in Figure 3. The nodes are checkpoints in the city. The red nodes represent when the agent arrives, it records the appearance at that time. The sample probability for the checkpoints is 40%. Through the random collection, according to the query case, we store the trajectories in different
ways, as the representations in Figure 3. We can see the lengths of trajectories are compressed. Then, we compute the similarity using two sampled trajectories $H_1$ and $H_2$. The result is close to the ground truth.

4.3 Performance Analysis

In this section, we analyze the relationship between the similarity of the sampled sub-trajectories and that of the original trajectories. In the following analysis, we mainly use Chernoff Inequality to bound the variance and probability error. Thus, we first introduce Chernoff Inequality.

**Theorem 4.1. Chernoff Bound:** Let $X_1, X_2, \ldots, X_t$ be i.i.d. random variables with range $[0, c]$ and expectation $\mu$. Then, if $X = \frac{1}{t} \sum_i X_i$ and $0 < \delta < 1$,

$$
P(|X - \mu| \geq \delta \mu) \leq 2 \exp(-\frac{\mu \delta^2}{3c})
$$

In this part, we mainly focus on Time-Sensitive similarity. Given a query trajectory $T_q$ and another trajectory $T_i$, both of them are sequences of tuples, including the appearance time and checkpoints visited. The parts of trajectories collected by the checkpoints are denoted by $H_q$ and $H_i$ respectively. We use the methods in Section 4.2 to compute the Time-Sensitive similarity between $H_q$ and $H_i$.

**Theorem 4.2.** Given a query trajectory $T_q$ and another trajectory $T_i$ with time-sensitive similarity at least $\alpha$, with sampling probability $p$, the sampled trajectories are $H_q$ and $H_i$ with length $l_q'$ and $l_i'$ respectively. If $pl \geq \frac{3\log(2/n)}{\alpha \delta^2} = \Omega(\frac{1}{\alpha} \log(1/\eta))$, where $l$ is the shorter length of $T_q$ and $T_i$, by Chernoff inequality, we have

$$
\Pr\{|CC(H_q, H_i) - |\alpha| \geq \delta \alpha| \leq 2 \exp(-\frac{\alpha \delta^2}{3l}) \leq \eta
$$

Proof. Suppose the query trajectory is the shorter one and its length is $l$, the expected number of samples in $H_q$ is $pl$. Since $CC(T_q, T_i) \geq \alpha$, the number of tuples shared in trajectories $T_q$ and $T_i$ are at least $\alpha l$. Each of these tuples has a probability $p$ to be selected into the sampling sketch – the checkpoint with probability $p$ to take samples of nearby agents and if one tuple is taken by a nearby checkpoint, the one on the other trajectory must be collected within the same time slot as well. Thus, the expected number for $CC(H_q, H_i)$ is $pl$. Let $X_j = 1$ if the $j$-th pair of $H_q$ are matched with the pair in $H_i$, and 0 otherwise. Let $X = \sum_{j=1}^{pl} X_j$. We have

$$
\Pr\{|\frac{|V_q \cap V_i|}{\min(|V_q|, |V_i|)} - \alpha p| \geq \delta \alpha p\}
$$

$$
= \Pr\{X / pl - \alpha p| \geq \delta \alpha p\}
$$

$$
\leq 2 \exp(-\frac{\alpha p^2 \delta^2 l}{3})
$$

By keeping subtrajectories of length $\Omega(\frac{\log(1/\eta)}{\alpha \delta^2})$, we can use $\frac{CC(T_q, T_i)}{\min(t_q', t_i')}$ to estimate $\frac{|CC(T_q, T_i)|}{\min(t_q', t_i')}$ with probability at least $1 - \eta$, where $\delta$ is the variance bound and $\eta$ is the probability bound.

We have similar theorems for Order-Sensitive similarity and Order-Insensitive similarity.

**Theorem 4.3.** Given a query trajectory $T_q$ and another trajectory $T_i$ with order-sensitive similarity at least $\alpha$, with sampling probability $p$, the sampled trajectories are $H_q$ and $H_i$ with length $l_q'$ and $l_i'$ respectively. If $pl \geq \frac{3\log(2/n)}{\alpha \delta^2} = \Omega(\frac{1}{\alpha} \sqrt{\log(1/\eta)})$, where $l$ is the shorter length of $T_q$ and $T_i$, by Chernoff inequality,

$$
\Pr\{|\frac{LCS(H_q, H_i)}{\min(l_q', l_i')} - \alpha p| \geq \delta \alpha p\}
$$

$$
\leq 2 \exp(-\frac{\alpha p^2 \delta^2 l}{3})
$$

**Theorem 4.4.** Given a query trajectory $T_q$ and another trajectory $T_i$ with order-insensitive similarity at least $\alpha$, with sampling probability $p$, the sampled trajectories are $H_q$ and $H_i$ with length $l_q'$ and

Figure 3: Process of sampling and computation: There are two agents who visit 10 checkpoints. When the agent arrive at a checkpoint, with probability $p$, the checkpoint collects the information from all nearby agents. The sample probability $p$ is set as 0.4. Then, for different query cases, we represent the sampled trajectories in different ways. According to the definitions, we compute the similarities between the sampled trajectories and the original trajectories.
\[
\Prb\left(\frac{\text{LCS}(H_q, H_i)}{\min\{l_q', l_i'\}} - ap \geq \delta ap \right) \leq 2 \exp\left(-\frac{p^2 l \alpha \delta^2}{3}\right) \leq \eta
\]

For Order-Sensitive similarity and Order-Insensitive similarity, the only difference with Time-Sensitive similarity is that, for matched samples in both trajectories, they may not be within the same time slot. Thus, these matched samples are collected in the subtrajectories \(H_q\) and \(H_i\) with probability \(p^2\). That is the reason that we need more random samples for the same error bound. In our simulations, the number of samples needed is not increased by too much. One reason is that a trajectory may repeatedly visit the same checkpoint and the matched samples in the subtrajectories are not necessarily coming from the samples at the same time slot.

5 EVALUATION BY SIMULATION

In this section, we present experimental evaluation of our distributed trajectory collection framework. Section 5.1 is about the setup of our experiments including the hardware, dataset and baseline algorithms used as references. In Section 5.2, we analyze the performance of the sampling based sketches, in particular, we investigate how the sampling probability \(p\) and the threshold \(k\) affect the performance (recall and precision) in similarity based queries. In Section 5.3, the running time of our framework is compared with the framework without sampling. In Section 5.4, we include some advice for practitioners, on how to choose the parameters for the best performance and running time. In Section 5.5, we use the sketches and similarity measures to analyze the individuality property of human trajectories. We use Time-Sensitive similarity, Order-Sensitive similarity and Order-Insensitive similarity as the agents’ signatures and test how many samples are enough to identify a special agent.

The main take-away messages from our experiments are:

- For a given \(\alpha\), by choosing a proper parameter of sampling probability \(p\), around 1% ~ 10%, we could achieve high recall and precision (> 90%) by adjusting the threshold coefficient \(k\) (Section 5.2).
- The sampling probability could be taken as a very small number (~ 1%) when the trajectories are long while still achieving comparable performance. This means significant savings in running time for computing partial similarity. For Time-Sensitive similarity and Order-Insensitive similarity, the running time can be reduced by more than 70%. For Order-Sensitive similarity, the running time can be reduced by 99% for long trajectories. (Section 5.3).
- We randomly select several samples from the trajectory as its signature. Then we check whether these samples are enough to identify a unique agent. We found that for Time-Sensitive similarity and Order-Sensitive similarity, only a constant number of samples are enough to identify the agent. For Order-Insensitive similarity, much more samples (proportional to the length of trajectories) are needed (Section 5.5).

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Period</th>
<th># of Agents</th>
<th>Length</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>min</td>
<td>median</td>
<td>max</td>
</tr>
<tr>
<td>Zhengzhou</td>
<td>Day</td>
<td>36,951</td>
<td>20</td>
</tr>
<tr>
<td>Zhengzhou</td>
<td>Week</td>
<td>2,085</td>
<td>10,000</td>
</tr>
<tr>
<td>Wenzhou</td>
<td>Day</td>
<td>274,307</td>
<td>50</td>
</tr>
<tr>
<td>Wenzhou</td>
<td>Week</td>
<td>241</td>
<td>10,026</td>
</tr>
</tbody>
</table>

Table 2: characteristics of the datasets used in our experiments

5.1 Experimental Setup.

Hardware. We implemented our algorithm in C++ with OpenMP, using GCC 7.4.0. We ran the experiments on a Ubuntu 18.04.03 machine equipped with Intel(R) Core(TM) i7-8559U @2.70GHz (4C8T), and 32GB of RAM.

Datasets. The trajectories are collected from electric motorbikes in two cities, Zhengzhou and Wenzhou, China, shown in Table 2. The trajectories includes a list of points with vehicle ID, system time, longitude and latitude. For each city, we have more than one-month of data. In the pre-processing step, we remove agents whose trajectories in one day are too sparse (fewer than 20 samples in Zhengzhou and fewer than 50 samples in Wenzhou). Given that each agent may not travel for a long time in one day, we concatenate the trajectories of 7 days to form a trajectory of one-week long for each agent. Then we only keep trajectories that contain more than 10,000 samples.

The dataset from Zhengzhou is appearance-based. The location in a vertex on the trajectory is taken as the location of the checkpoint that has recorded such appearance. There are 5,228 checkpoints in Zhengzhou. For Wenzhou, the dataset is GPS location-based. Thus, it is very unlikely that two agents report exactly the same location. We generate 900 checkpoints in Wenzhou and each checkpoint has a surveillance radius of 0.5km. This way we transform the GPS-based trajectory data to appearance-based.

Baseline Algorithm. For Time-Sensitive similarity, Order-Sensitive similarity, and Order-Insensitive similarity, we have implemented the classical algorithms to obtain the ground truth similarity. We enumerate all pairs of trajectories in the dataset and calculate the similarity value \(\alpha\) for the Time-Sensitive similarity, given that all the checkpoints are stored in a temporal order, we can compute the similarity in linear time. For Order-Sensitive similarity, we compute the longest subsequence between two trajectories. For Order-Insensitive similarity, we just count the number of common checkpoints in these two trajectories.

Evaluation. We implemented the proposed algorithms based on C++ and our source code is publicly shared on Github [1]. We provide a tool-chain of our framework, including data collection, similarity computation and performance analysis. Here are the main steps in our tool-chain.

(1) Process Dataset: The data points are collected with the agents’ ID, system time, monitoring time, latitude and longitude. These entries of data are not necessarily ordered. Thus, we construct the trajectory for each agent in a temporal order and remove outliers (with unrealistic speed or at impossible locations).
5.2 Precision and Recall

In this part, we analyze how the parameters (sample probability \( p \), threshold coefficient \( k \), and similarity parameter \( \alpha \)) affect the performance of similarity-based queries. Precision (also called positive predictive value) is the fraction of relevant instances among the retrieved instances while recall (also known as sensitivity) is the fraction of the total number of relevant instances that are retrieved. The parameters of these experiments are shown in Table 3. We only execute the algorithms on the dataset of one-week long trajectories, as the saving is more significant on long trajectories. For different cases, we set an appropriate value for \( \alpha \) such that we retrieve less than 5% of all trajectories.

**Sample probability.** First, Figure 4(a), 4(b) and 4(c) show the effect of sample probability \( p \) on precision and recall. These simulations are all based on Zhengzhou. In general, recall goes up when sample probability \( p \) goes up. As the number of samples increases, by Chernoff Inequality, the variance bound \( \delta \) and the probability bound \( \eta \) can be reduced. In these cases, the variance bound \( \delta \) does not change. Thus, the probability bound \( \eta \) drops and recall is higher. On the other hand, precision varies in different ways, because precision mainly depends on the dataset and the parameter setting. Take Figure 4(c) as an example: since we may under estimate the similarity parameter between two sampled trajectories, some trajectories with a low similarity (about 0.7) may also be retrieved. The retrieved instances contain all true positive instances but also false positive instances, leading to low precision.

For Time-Sensitive similarity, when the sample probability is about 0.5%, recall is higher than 95%. For Order-Sensitive similarity, the sample probability is close to 1% for the same recall. For Order-Insensitive similarity, when the sample probability is about 10%, recall is close to 1. According to our analysis in Section 4.3, the number of samples needed for Time-Sensitive similarity is the fewest compared with the other two similarity measures. The results in experiments confirm this as well. To achieve a good recall performance, we just need fewer than 1% of samples for Time-Sensitive similarity and Order-Sensitive similarity, and fewer than 10% of samples for Order-Insensitive similarity. In either case the data size can be reduced significantly.

### Threshold Coefficient

According to the analysis in Section 4.3, the parameter \( \delta \) is to set the variance bound for the retrieved instances. If we want to retrieve all trajectories with high similarity with the query trajectory, we set a similarity threshold as the multiplication of the threshold coefficient \( k \) and the expected similarity parameter. Trajectories with similarity to the given query higher than the threshold are retrieved.

The effect of this threshold coefficient \( k \) on the performance is shown in Figure 4(d), 4(e) and 4(f). In general, with \( k \) increasing, recall is decreased and precision is increased. A higher threshold results in fewer retrieved instances. Thus, when \( k \) is small, the retrieved instances contain most of the true positive instances as well as some false positive instances. It makes high recall and low precision. When the value of \( k \) is large, most of the retrieved instances are true positive instances, but the number of retrieved instances is fewer than the number of true positive instances. Thus, it leads to low recall and high precision.

The threshold coefficient can be used to balance the trade-off between recall and precision. The curves for recall and precision intersect when \( k \) is around 0.8 ~ 1.2. At this point, both recall and precision are higher than 90%. The optimal point for \( k \) is depended on the dataset and the parameter setting.

### Similarity parameter

For different similarity parameters \( \alpha \), the relationship of precision and recall is shown in Figure 4(g), 4(h) and 4(i). Each color represents a similarity parameter. Nodes of the same color correspond to different sample probabilities (from 1% to 30%). Both precision and recall range from 0 to 1, with 1 being the best. Thus, the closer a node is to the top right corner, the better the performance. In general, most nodes are close to the top right corner, with high recall and high precision. The other nodes not in the top right corner have very small collection probabilities and relatively poor result.

**Comparison with LSH.** We compared with Locality Sensitive Hashing (LSH) [25] to find the (c, r)-near neighbor trajectories. The experiment is carried out on Shenzhen taxi dataset as it is publicly available [2]. Each trace is for one taxi for one day sampled at a rate of 30 seconds. We split each trace into trajectories, such that each trajectory is a continuous occupied trip for about 1 hour. We apply their algorithm to build hash function families and set the pair of trajectories whose Fréchet distance is within 1 km as the ground truth. We compare the performance between their algorithm and our solution. As shown in Figure 5, we can see that the performance of LSH is slightly better than our solution. However, LSH requires to store all the appearance of the agents, which might need much larger storage capacity and is not suitable for applications.

**Table 3: Parameters used in Figure 4.**

<table>
<thead>
<tr>
<th>Index</th>
<th>City</th>
<th>Measure</th>
<th>( \alpha )</th>
<th>( p )</th>
<th>( k )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fig. 4(a)</td>
<td>Zhengzhou</td>
<td>TS</td>
<td>0.3</td>
<td>0.05-5%</td>
<td>1</td>
</tr>
<tr>
<td>Fig. 4(b)</td>
<td>Zhengzhou</td>
<td>OS</td>
<td>0.8</td>
<td>0.05-5%</td>
<td>1</td>
</tr>
<tr>
<td>Fig. 4(c)</td>
<td>Zhengzhou</td>
<td>OI</td>
<td>0.8</td>
<td>0.05-30%</td>
<td>1</td>
</tr>
<tr>
<td>Fig. 4(d)</td>
<td>Zhengzhou</td>
<td>TS</td>
<td>0.3</td>
<td>5%</td>
<td>0.5-1.4</td>
</tr>
<tr>
<td>Fig. 4(e)</td>
<td>Zhengzhou</td>
<td>OS</td>
<td>0.8</td>
<td>1%</td>
<td>0.5-1.2</td>
</tr>
<tr>
<td>Fig. 4(f)</td>
<td>Zhengzhou</td>
<td>OI</td>
<td>0.8</td>
<td>1%</td>
<td>0.4-1.2</td>
</tr>
<tr>
<td>Fig. 4(g)</td>
<td>Wenzhou</td>
<td>TS</td>
<td>0.5-0.8</td>
<td>0.5%-20%</td>
<td>1</td>
</tr>
<tr>
<td>Fig. 4(h)</td>
<td>Wenzhou</td>
<td>OS</td>
<td>0.5-0.8</td>
<td>0.5%-20%</td>
<td>1</td>
</tr>
<tr>
<td>Fig. 4(i)</td>
<td>Wenzhou</td>
<td>OI</td>
<td>0.6-0.9</td>
<td>0.5%-20%</td>
<td>1</td>
</tr>
</tbody>
</table>
Figure 4: Performance in terms of precision and recall of our framework on Zhengzhou and Wenzhou. The effect of sample probability $p$, threshold coefficient $k$ and similarity parameter $\alpha$ on the performance.

5.3 Time Efficiency

Now, we consider the running time of our algorithms for different query cases, shown in Table 4. This process contains the sampling process (collecting samples from trajectories) and computing the similarity between all pairs of agents. Thus, the running time is affected by the sample probability $p$, which determines the data size. We ran simulations on two datasets, Zhengzhou and Wenzhou, with three similarity measures. The sample probability $p$ varies from 1% to 30%.

For Time-Sensitive similarity and Order-Insensitive similarity, the running time grows linearly with the sample probability $p$. Generally, we set the sample probability $p$ less than 10%, achieving recall more than 95%. It means that the running time could be reduced by about 70% approximately, which is a significant improvement. Another interesting observation is that the running time between Zhengzhou and Wenzhou is different in Time-Sensitive similarity and Order-Insensitive similarity. Although the number of agents in Zhengzhou is greater than that in Wenzhou, the average length
of trajectories in Wenzhou is longer than that in Zhengzhou. For Time-Sensitive similarity, we enumerated all pairs and compare them in linear time, which depends on the length of trajectories. For Order-Insensitive similarity, we just need to go through all the samples once. There are more samples in Zhengzhou because there are more agents. Thus, the running time of Zhengzhou is larger than Wenzhou’s.

For Order-Sensitive similarity, the running time grows quadratically with the sample probability $p$. Without subsampling, we compute the Order-Sensitive similarity between all pairs of agents in about 10 hours for Zhengzhou dataset, and about 2 hours for Wenzhou. With sample probability $p$ as 10%, we can compute these similarities within several minutes, which is a big improvement for real applications.

### 5.4 Advice to Practitioners

We have some tips for practitioners on how to adjust parameters to obtain desired precision and recall. The similarity parameter $\alpha$ is typically determined by applications. A high similarity parameter $\alpha$ leads to a low number of retrieved instances and true positive instances. We empirically found the distribution of pairs of trajectories by the similarity parameter $\alpha$ based on Zhengzhou data set, shown in Figure 6. The highest similarity parameter appears to be around 0.6 and there are only a few such pairs suggesting 0.6 to be a good threshold to test.

![Figure 6: Zhengzhou: Distribution of the trajectory pairs based on similarity parameter](image)

#### Table 4: Running time of different query cases with varied collection probabilities

<table>
<thead>
<tr>
<th>Similarity</th>
<th>Dataset</th>
<th>$1%$</th>
<th>$5%$</th>
<th>$10%$</th>
<th>$15%$</th>
<th>$20%$</th>
<th>$25%$</th>
<th>$30%$</th>
<th>$100%$ (Ground Truth)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time-Sensitive</td>
<td>Zhengzhou</td>
<td>6ms</td>
<td>17ms</td>
<td>24ms</td>
<td>37ms</td>
<td>47ms</td>
<td>61ms</td>
<td>67ms</td>
<td>237ms</td>
</tr>
<tr>
<td></td>
<td>Wenzhou</td>
<td>17ms</td>
<td>53ms</td>
<td>108ms</td>
<td>164ms</td>
<td>216ms</td>
<td>254ms</td>
<td>321ms</td>
<td>1,142ms</td>
</tr>
<tr>
<td>Order-Sensitive</td>
<td>Zhengzhou</td>
<td>4s</td>
<td>147s</td>
<td>251s</td>
<td>517s</td>
<td>842s</td>
<td>1,584s</td>
<td>3,125s</td>
<td>35,713s</td>
</tr>
<tr>
<td></td>
<td>Wenzhou</td>
<td>0.4s</td>
<td>21s</td>
<td>42s</td>
<td>90s</td>
<td>180s</td>
<td>376s</td>
<td>735s</td>
<td>6,179s</td>
</tr>
<tr>
<td>Order-Insensitive</td>
<td>Zhengzhou</td>
<td>10ms</td>
<td>27ms</td>
<td>43ms</td>
<td>61ms</td>
<td>74ms</td>
<td>87ms</td>
<td>100ms</td>
<td>361ms</td>
</tr>
<tr>
<td></td>
<td>Wenzhou</td>
<td>8ms</td>
<td>12ms</td>
<td>14ms</td>
<td>24ms</td>
<td>28ms</td>
<td>35ms</td>
<td>39ms</td>
<td>137ms</td>
</tr>
</tbody>
</table>

#### Table 5: The number of samples to uniquely identify a trajectory

<table>
<thead>
<tr>
<th>Similarity</th>
<th>One-Day</th>
<th>One-Week</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time-Sensitive similarity</td>
<td>4(0.8%)</td>
<td>4(0.03%)</td>
</tr>
<tr>
<td>Order-Sensitive similarity</td>
<td>46(15%)</td>
<td>52(0.5%)</td>
</tr>
<tr>
<td>Order-Insensitive similarity</td>
<td>167(56%)</td>
<td>1032(9.4%)</td>
</tr>
</tbody>
</table>

With the similarity parameter $\alpha$ fixed, we determine sample probability $p$. From our experience, in most cases, the sample probability $p$ calculated by the inequality from the Chernoff Inequality is large enough to achieve recall $\geq 95\%$.

Now, with a good sample probability $p$ and a good recall rate, the precision might be poor, as in Figure 4(c). In this case, we can adjust the threshold coefficient $k$. By increasing $k$, precision could be increased significantly with a slight reduction to recall. According to our simulations, we can adjust the value of $k$ from 0.8 to 1.2 to obtain a rate of at least 90% for both recall and precision.

### 5.5 Human Mobility Pattern

We ran experiments on using different partial similarity measures in identifying the unique agent. Human movement trajectories over a long period of time are surprisingly unique with strong personal traits. For example, four spatio-temporal points are enough to uniquely identify 95% of the individuals out of a million other [19]. This signature is a special case of our partial similarity, namely, the time-sensitive similarity. We would like to re-examine our data sets using different similarity measures in terms of how much individuality they capture.

Here, we use the dataset of Zhengzhou. In one day, there are 36,951 agents and each one has about 500 samples on average. We use their one-week dataset, with 2,085 agents and each trajectory has about 11,000 vertices on average. In the experiments, we randomly select several samples from the trajectory as the signature of this agent. We want to check whether these samples and other order information could help us to identify this agent uniquely.

For example, we use Time-Sensitive similarity to identify this unique agent. The similarity parameter $\alpha$ is set to 1. We enumerate all the agents in the dataset and check whether any agent has the same signature. For Order-Sensitive similarity, we just check whether any agent visits all of these checkpoints in the same order as in the signature. For Order-Insensitive similarity, we test whether the agent visits all of these checkpoints in the signature.
For different signatures, we run 1, 000 times to get the average successful rate for uniquely identifying an agent. Then we set the threshold as 90% and find the minimum number of samples needed. The result is shown in Table 5.

For time-sensitive similarity, 4 spatio-temporal samples are enough to uniquely identify more than 90% individuals, in both the dataset of daily trajectories and the weekly trajectories. For order-sensitive similarity, 46 and 52 ordered samples are enough to identify most of the agents in the one-day dataset and the one-week dataset. For Order-Insensitive similarity, we need many more samples, 167 and 1, 032, for the one-day dataset and the one-week dataset respectively. It is a large fraction, 56% and 9.4%, of the full trajectory length.

These findings show that human trajectories, even with significant down sampling, can still be very sparse and unique with timestamped locations. The visiting order of the locations helps, but not nearly as much. Thus removing the temporal information of a trajectory is crucial for privacy protection.

6 CONCLUSION

In this paper, we proposed a distributed trajectory collection framework to understand the properties of natural human trajectories, individuality and commonality. Due to the large dataset and high computation time of original similarity measurement methods, we design three partial similarities, which are suitable for real-world trajectory analysis. In our framework, we use random sampling to reduce the data size. Through analysis and simulation, we show that with less than 10% of the original trajectories we can get a recall more than 90% and reasonably high precision. Thus, our framework provides an efficient solution for processing massive trajectory data.
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