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#### Abstract

A recent area of interest is the development and study of eigenvalue problems arising in scattering theory that may provide potential target signatures for use in nondestructive testing of materials. We consider a generalization of the electromagnetic Stekloff eigenvalue problem that depends upon a smoothing parameter, for which we establish two main results that were previously unavailable for this type of eigenvalue problem. First, we use the theory of trace class operators to prove that infinitely many eigenvalues exist for a sufficiently high degree of smoothing, even for an absorbing medium. Second, we leverage regularity results for Maxwell's equations in order to establish stability results for the eigenvalues with respect to the material coefficients, and we show that this generalized class of Stekloff eigenvalues converges to the standard class as the smoothing parameter approaches zero.
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## 1. Introduction

It is important in many areas of science and engineering to be able to determine whether a given material is defective without compromising the integrity of the material in the process. Such techniques for nondestructive evaluation often involve interrogating the medium with a prescribed acoustic, elastic, or electromagnetic incident wave and observing the resulting scattering effects, and the resulting data is used to deduce information about the medium such as its support, connectivity, and consitutive parameters. Determination of the latter property brings many interesting difficulties; in particular, an anisotropic medium may not be uniquely determined by the measured scattering data (cf. [20]), leading to some anbiguity when using iterative methods to compute an approximation to the constitutive parameters.

[^0]However, in nondestructive evaluation it is not necessary to determine the constitutive parameters of a potentially damaged sample, as the only information sought is that a significant change has occurred in these parameters. This notion brings us to our current line of investigation, in which we seek to develop target signatures that carry information about a medium and whose observed shifts allow us to infer changes in the constitutive parameters of a sample relative to a reference configuration. A recent problem of interest is to study eigenvalues arising from scattering theory as potential target signatures, with the theory of transmission eigenvalues serving as an early example. We refer to [7] for a comprehensive survey of this theory. In order to overcome some practical difficulties with the potential use of transmission eigenvalues in this manner (cf. [11]), a collection of new eigenvalue problems has been generated by comparing the measured scattering data to that of an auxiliary scattering problem that is independent of the medium under investigation (cf. $[2,3,4,5,8,11,12,13,14,15,16,17,26])$. In the present study we adopt this strategy in the context of electromagnetic scattering theory.

We concern ourselves with a modification of the first such eigenvalue problem studied (cf. [9]), which was generated by choosing the auxiliary problem corresponding to electromagnetic scattering by an impenetrable obstacle with an impedance condition enforced on its boundary. The initial attempt at this problem was a direct generalization of Stekloff eigenvalues first considered for acoustic scattering in [8], but the more strict compactness requirements associated with the analysis of Maxwell's equations led the authors to consider a slightly modified problem in which a projection operator $\mathcal{S}_{0}$ was introduced into the boundary condition. They considered the eigenvalue problem

$$
\begin{align*}
\operatorname{curl} \operatorname{curl} \mathbf{w}-k^{2} \epsilon \mathbf{w} & =\mathbf{0} \text { in } B,  \tag{1a}\\
\boldsymbol{\nu} \times \operatorname{curl} \mathbf{w}-\lambda \mathcal{S} \mathbf{w}_{T} & =\mathbf{0} \text { on } \partial B, \tag{1b}
\end{align*}
$$

where $\lambda$ is the eigenparameter and $\mathcal{S}$ may represent either the identity $I$ or the aforementioned projection operator $\mathcal{S}_{0}$. In both cases the values of $\lambda$ for which nontrivial solutions $\mathbf{w}$ exist were referred to as electromagnetic Stekloff eigenvalues, but we will refer to the eigenvalues corresponding to $\mathcal{S}=\mathcal{S}_{0}$ as the standard electromagnetic Stekloff eigenvalues due to the close relationship of this problem and the one we will introduce shortly.

It was shown in [9] that the eigenvalues of (1) with $\mathcal{S}=\mathcal{S}_{0}$ form an infinite discrete set without finite accumulation point when the coefficient $\epsilon$ is realvalued, and we also remark that this result was extended to both versions of (1) in [21, 22]. However, in our intended application of nondestructive evaluation, many materials have a significant level of absorption that is represented by a generally complex-valued $\epsilon$, and consequently these results do not guarantee that eigenvalues will exist for a given sample to be used as potential target signatures. Thus, we first focus our attention on developing a slight modification of (1) in which $\mathcal{S}=\mathcal{S}_{\delta}$ is a smoothing operator with a positive smoothing parameter $\delta$, which will allow us to use the theory of trace class operators to show that infinitely many eigenvalues of this new problem exist for an absorbing
material whenever $\delta$ is sufficiently large. This approach was taken to achieve the same result for acoustic scattering in [13]. Another result that has so far been unavailable is a careful analysis of the stability of eigenvalues under small perturbations of $\epsilon$, which we will provide for our new problem as well as for (1) with $\mathcal{S}=\mathcal{S}_{0}$. In the context of nondestructive evaluation, this stability property may potentially allow for information about the perturbed medium to be obtained from the observed shift in the eigenvalues relative to a reference set. We remark that the questions of detectability of eigenvalues from measured scattering data and their sensitivity to changes in the medium are not considered here, and we refer to [9] for such analysis of (1).

The outline of this paper is as follows. In Section 2 we recall the necessary Sobolev spaces for our study of Maxwell's equations and present the physical scattering problem that we will consider. We follow in Section 3 with an overview of the Laplace-Beltrami operator on a surface, which we then use to define the smoothing operator $\mathcal{S}_{\delta}$. This section concludes with the introduction of the auxiliary problem and the resulting eigenvalue problem that we will study for the remainder of our discussion. We begin this investigation in Section 4 by establishing some basic properties of the eigenvalues, after which we prove our first main result that infinitely many eigenvalues exist when the smoothing parameter $\delta$ is sufficiently large. In Section 5 we prove the last two main results of this paper. First, we show that the eigenvalues are stable with respect to changes in the medium, including the case from [9] when no smoothing is added. Second, we prove that the eigenvalues we consider converge to the eigenvalues of (1) as the smoothing parameter $\delta$ converges to zero. Finally, we conclude in Section 6 with some remarks concerning future work in this direction and its applicability to other types of eigenvalue problems arising in scattering theory.

## 2. The physical scattering problem

Before we introduce the physical scattering problem, we recall the definitions of some basic Sobolev spaces associated with Maxwell's equations. We follow the definitions found in [9] for consistency. We let $\mathcal{O} \subset \mathbb{R}^{3}$ denote a bounded open simply connected domain with Lipschitz boundary $\partial \mathcal{O}$, and we denote the unit outward normal to $\mathcal{O}$ by $\boldsymbol{\nu}$. We write the norm for both spaces $L^{2}(\mathcal{O})$ and $\mathbf{L}^{2}(\mathcal{O}):=\left(L^{2}(\mathcal{O})\right)^{2}$ as $\|\cdot\|_{\mathcal{O}}$, and we write $(\cdot, \cdot)_{\mathcal{O}}$ for their respective inner products. We define the space

$$
\mathbf{H}(\mathbf{c u r l}, \mathcal{O}):=\left\{\mathbf{u} \in \mathbf{L}^{2}(\mathcal{O}) \mid \operatorname{curl} \mathbf{u} \in \mathbf{L}^{2}(\mathcal{O})\right\}
$$

and we endow this space with the inner product defined by

$$
\left(\mathbf{u}, \mathbf{u}^{\prime}\right)_{\mathbf{c u r l}, \mathcal{O}}:=\left(\operatorname{curl} \mathbf{u}, \operatorname{curl} \mathbf{u}^{\prime}\right)_{\mathcal{O}}+\left(\mathbf{u}, \mathbf{u}^{\prime}\right)_{\mathcal{O}} \quad \forall \mathbf{u}, \mathbf{u}^{\prime} \in \mathbf{H}(\operatorname{curl}, \mathcal{O})
$$

and the corresponding induced norm $\|\cdot\|_{\text {curl }, \mathcal{O}}$. For use in exterior problems, we define the space

$$
\mathbf{H}_{\mathrm{loc}}\left(\mathbf{c u r l}, \mathbb{R}^{3} \backslash \overline{\mathcal{O}}\right):=\left\{\mathbf{u} \mid \mathbf{u} \in \mathbf{H}\left(\mathbf{c u r l}, B_{R} \backslash \overline{\mathcal{O}}\right) \quad \forall R>0\right\}
$$

We will primarily consider the case when the boundary $\partial \mathcal{O}$ is smooth, and we will require the spaces

$$
\begin{aligned}
\mathbf{L}_{t}^{2}(\partial \mathcal{O}) & :=\left\{\mathbf{u} \in \mathbf{L}^{2}(\partial \mathcal{O}) \mid \boldsymbol{\nu} \cdot \mathbf{u}=0 \text { a.e. on } \partial \mathcal{O}\right\}, \\
\mathbf{H}_{t}^{s}(\partial \mathcal{O}) & :=\left\{\mathbf{u} \in\left(H^{s}(\partial \mathcal{O})\right)^{3} \mid \boldsymbol{\nu} \cdot \mathbf{u}=0 \text { a.e. on } \partial \mathcal{O}\right\}, \\
\mathbf{H}^{s}\left(\operatorname{div}_{\partial \mathcal{O}}, \partial \mathcal{O}\right) & :=\left\{\mathbf{u} \in \mathbf{H}_{t}^{s}(\partial \mathcal{O}) \mid \operatorname{div}_{\partial \mathcal{O}} \mathbf{u} \in H^{s}(\partial \mathcal{O})\right\}, \\
\mathbf{H}^{s}\left(\operatorname{div}_{\partial \mathcal{O}}^{0}, \partial \mathcal{O}\right) & \left.:=\left\{\mathbf{u} \in \mathbf{H}^{s}\left(\operatorname{div}_{\partial \mathcal{O}}, \partial \mathcal{O}\right) \mid \operatorname{div}_{\partial \mathcal{O}} \mathbf{u}=0 \text { on } \partial \mathcal{O}\right)\right\}, \\
\mathbf{H}^{s}\left(\operatorname{curl}_{\partial \mathcal{O}}, \partial \mathcal{O}\right) & :=\left\{\mathbf{u} \in \mathbf{H}_{t}^{s}(\partial \mathcal{O}) \mid \operatorname{curl}_{\partial \mathcal{O}} \mathbf{u} \in H^{s}(\partial \mathcal{O})\right\},
\end{aligned}
$$

where $\operatorname{div}_{\partial \mathcal{O}}$ and $c^{\prime} l_{\partial \mathcal{O}}$ are the surface divergence and scalar surface curl, respectively, and $s \in \mathbb{R}$. We will also denote the vector surface curl by curl $\boldsymbol{l}_{\partial \mathcal{O}}$ and the surface gradient by $\nabla_{\partial \mathcal{O}}$. We note that $\mathbf{H}_{t}^{0}(\partial \mathcal{O})=\mathbf{L}_{t}^{2}(\partial \mathcal{O})$, and we define $\mathbf{H}\left(\operatorname{div}_{\partial \mathcal{O}}, \partial \mathcal{O}\right):=\mathbf{H}^{0}\left(\operatorname{div}_{\partial \mathcal{O}}, \partial \mathcal{O}\right)$ for convenience. The space $\mathbf{H}_{t}^{s}(\partial \mathcal{O})$ is endowed with the standard norm $\|\cdot\|_{\mathbf{H}_{t}^{s}(\partial \mathcal{O})}$, and the spaces $\mathbf{H}^{s}(\operatorname{div} \partial \mathcal{O}, \partial \mathcal{O})$ and $\mathbf{H}^{s}\left(\operatorname{curl}_{\partial \mathcal{O}}, \partial \mathcal{O}\right)$ are endowed with the norms

$$
\begin{aligned}
\|\mathbf{u}\|_{\mathbf{H}^{s}\left(\operatorname{div}_{\partial \mathcal{O}}, \partial \mathcal{O}\right)}^{2} & :=\|\mathbf{u}\|_{s, \partial \mathcal{O}}^{2}+\left\|\operatorname{div}_{\partial \mathcal{O}} \mathbf{u}\right\|_{s, \partial \mathcal{O}}^{2} \\
\|\mathbf{u}\|_{\mathbf{H}^{s}\left(\operatorname{curl}_{\partial \mathcal{O}}, \partial \mathcal{O}\right)}^{2} & :=\|\mathbf{u}\|_{s, \partial \mathcal{O}}^{2}+\left\|\operatorname{curl}_{\partial \mathcal{O}} \mathbf{u}\right\|_{s, \partial \mathcal{O}}^{2}
\end{aligned}
$$

respectively. We remark that the induced norm on the subspace $\mathbf{H}^{s}\left(\operatorname{div}_{\partial \mathcal{O}}^{0}, \partial \mathcal{O}\right)$ is simply the norm on $\mathbf{H}_{t}^{s}(\partial \mathcal{O})$. Finally, we shall briefly require the space of tangential vector fields on the unit sphere defined by

$$
\mathbf{L}_{t}^{2}\left(\mathbb{S}^{2}\right):=\left\{\mathbf{u}: \mathbb{S}^{2} \rightarrow \mathbb{R}^{3} \mid \mathbf{u}(\mathbf{d}) \cdot \mathbf{d}=0, \mathbf{d} \in \mathbb{S}^{2}\right\}
$$

where $\mathbb{S}^{2}:=\left\{\mathbf{d} \in \mathbb{R}^{3}| | \mathbf{d} \mid=1\right\}$. For further information and definitions of the surface differential operators introduced above, we refer to [27].

We now introduce the physical scattering problem of interest. We consider a function $\epsilon \in L^{\infty}\left(\mathbb{R}^{3}\right)$ representing the relative electric permittivity of the medium, and we assume that the contrast $1-\epsilon$ is supported in a bounded set $\bar{D}$, where $D$ is a Lipschitz domain with connected complement $\mathbb{R}^{3} \backslash \bar{D}$. We also assume that $\left.\epsilon\right|_{D}$ lies in the space

$$
W_{\Sigma}^{1, \infty}(D):=\left\{\mu \in L^{\infty}(D) \mid \nabla\left(\left.\mu\right|_{\Omega_{j}}\right) \in \mathbf{L}^{\infty}\left(\Omega_{j}\right), j=1,2, \ldots, J\right\}
$$

where $\left\{\Omega_{j}\right\}_{j=1}^{J}$ is a partition of $D$ with interface $\Sigma$, and that $\operatorname{Re}(\epsilon) \geq \epsilon_{0}>0$ and $\operatorname{Im}(\epsilon) \geq 0$ a.e. in $D$. This regularity condition on $\epsilon$ ensures well-posedness of the subsequent scattering problem (cf. [27]), and we will also use it to obtain regularity results for Maxwell's equations in our investigation of stability of a certain solution operator with respect to the coefficient $\epsilon$. We consider scattering by this inhomogeneous medium of a time-harmonic incident field $\mathbf{E}^{i}$ that satisfies the free-space Maxwell's equations

$$
\operatorname{curl} \operatorname{curl} \mathbf{E}^{i}-k^{2} \mathbf{E}^{i}=\mathbf{0} \text { in } \mathbb{R}^{3}
$$

for a fixed wave number $k>0$, and we seek a scattered field $\mathbf{E}^{s} \in \mathbf{H}_{\mathrm{loc}}\left(\mathbf{c u r l}, \mathbb{R}^{3} \backslash\right.$ $\bar{D})$ and a total field $\mathbf{E} \in \mathbf{H}(\mathbf{c u r l}, D)$ which satisfy

$$
\begin{equation*}
\operatorname{curl} \operatorname{curl} \mathbf{E}^{s}-k^{2} \mathbf{E}^{s}=\mathbf{0} \text { in } \mathbb{R}^{3} \backslash \bar{D}, \tag{2a}
\end{equation*}
$$

$$
\begin{align*}
& \text { curl curl } \mathbf{E}-k^{2} \epsilon \mathbf{E}=\mathbf{0} \text { in } D  \tag{2b}\\
& \boldsymbol{\nu} \times \mathbf{E}-\boldsymbol{\nu} \times \mathbf{E}^{s}=\boldsymbol{\nu} \times \mathbf{E}^{i} \text { on } \partial D,  \tag{2c}\\
& \boldsymbol{\nu} \times \operatorname{curl} \mathbf{E}-\boldsymbol{\nu} \times \operatorname{curl} \mathbf{E}^{s}=\boldsymbol{\nu} \times \operatorname{curl}^{i} \text { on } \partial D,  \tag{2~d}\\
& \lim _{r \rightarrow \infty}\left(\operatorname{curl} \mathbf{E}^{s} \times \mathbf{x}-i k r \mathbf{E}^{s}\right)=0 \tag{2e}
\end{align*}
$$

We assume that the Silver-Müller radiation condition (2e) holds uniformly in all directions, and it follows that (2) is well-posed (cf. [18, 27]).

The scattered field $\mathbf{E}^{s}$ has the asymptotic form of an outgoing spherical wave with a certain amplitude, and for a plane wave incident field

$$
\mathbf{E}^{i}(\mathbf{x})=\frac{i}{k} \operatorname{curl} \operatorname{curl} \mathbf{p} e^{-i k \mathbf{x} \cdot \mathbf{d}}=i k(\mathbf{d} \times \mathbf{p}) \times \mathbf{d} e^{-i k \mathbf{x} \cdot \mathbf{d}}
$$

with direction of propagation $\mathbf{d} \in \mathbb{S}^{2}$ and polarization vector $\mathbf{p} \in \mathbb{R}^{3} \backslash\{0\}$ such that $\mathbf{p} \perp \mathbf{d}$, we write this asymptotic formula as

$$
\begin{equation*}
\mathbf{E}^{s}(\mathbf{x})=\frac{e^{i k|\mathbf{x}|}}{|\mathbf{x}|}\left(\mathbf{E}_{\infty}(\hat{\mathbf{x}}, \mathbf{d} ; \mathbf{p})+O\left(\frac{1}{|\mathbf{x}|^{2}}\right)\right) \text { as }|\mathbf{x}| \rightarrow \infty \tag{3}
\end{equation*}
$$

The function $\mathbf{E}_{\infty}(\hat{\mathbf{x}}, \mathbf{d} ; \mathbf{p})$ is called the electric far field pattern, and we refer to $\hat{\mathbf{x}}, \mathbf{d}$, and $\mathbf{p}$ as the observation direction, incident direction, and polarization, respectively. When considering the inverse scattering problem, the measurements of this function at various observation and incident directions and polarizations provide the data used to conclude information about the medium under investigation. A central tool in this analysis is the electric far field operator $\mathbf{F}: \mathbf{L}_{t}^{2}\left(\mathbb{S}^{2}\right) \rightarrow \mathbf{L}_{t}^{2}\left(\mathbb{S}^{2}\right)$ defined by

$$
(\mathbf{F g})(\hat{\mathbf{x}}):=\int_{\mathbb{S}^{2}} \mathbf{E}_{\infty}(\hat{\mathbf{x}}, \mathbf{d} ; \mathbf{g}(\mathbf{d})) d s(\mathbf{d}), \hat{\mathbf{x}} \in \mathbb{S}^{2}
$$

Due to its dependence upon the electric far field pattern, the electric far field operator $\mathbf{F}$ may be considered as the collected data. As we mentioned in the introduction, our intended application is to use eigenvalues to detect changes in the electric permittivity $\epsilon$ of the medium, which is accomplished by comparing the measured scattering data represented by $\mathbf{F}$ with the computed scattering data for an auxiliary problem that we introduce in the next section.

## 3. The auxiliary problem

We let $B$ be a smooth domain in $\mathbb{R}^{3}$ with connected boundary $\partial B$ and connected complement $\mathbb{R}^{3} \backslash \bar{B}$, and we note that $\partial B$ is a smooth closed surface of dimension 2 without boundary. Before we introduce the auxiliary problem that we will consider, we briefly recall the Laplace-Beltrami operator on $\partial B$, denoted by $\Delta_{\partial B}$, and its relationship to some of the Sobolev spaces that we introduced in Section 2. The scalar Laplace-Beltrami operator is defined as

$$
\Delta_{\partial B}=-\operatorname{div}_{\partial B} \nabla_{\partial B}=\operatorname{curl}_{\partial B} \operatorname{curl}_{\partial B}
$$

where we have introduced a negative sign (as in [23]) in order to ensure nonnegativity of the operator. We summarize the spectral properties of $\Delta_{\partial B}$ in the following theorem (cf. [30]).

Theorem 3.1. There exists an orthonormal basis $\left\{Y_{m}\right\}_{m=0}^{\infty}$ of $L^{2}(\partial B)$ and a nondecreasing divergent sequence of nonnegative real numbers $\left\{\mu_{m}\right\}_{m=0}^{\infty}$ such that

$$
\Delta_{\partial B} Y_{m}=\mu_{m} Y_{m}, m \geq 0
$$

The first eigenvalue is $\mu_{0}=0$ with $Y_{0}=|\partial B|^{-1 / 2}$, and $\mu_{m}>0$ for $m \geq 1$.
This eigenbasis was used in [13] to modify the scalar Stekloff eigenvalue problem, and for the present discussion we require the vector Laplace-Beltrami operator $\boldsymbol{\Delta}_{\partial B}$ defined as

$$
\boldsymbol{\Delta}_{\partial B}:=-\nabla_{\partial B} \operatorname{div}_{\partial B}+\operatorname{curl}_{\partial B} \operatorname{curl}_{\partial B} .
$$

We note that we have again included the negative sign in this definition in order to ensure that $\boldsymbol{\Delta}_{\partial B}$ is nonnegative-definite. From the definition of the eigenfunctions $\left\{Y_{m}\right\}$ of the scalar Laplace-Beltrami operator we see that

$$
\begin{aligned}
\boldsymbol{\Delta}_{\partial B} \operatorname{curl}_{\partial B} Y_{m} & =\mu_{m} \operatorname{curl}_{\partial B} Y_{m} \\
\boldsymbol{\Delta}_{\partial B} \nabla_{\partial B} Y_{m} & =\mu_{m} \nabla_{\partial B} Y_{m}
\end{aligned}
$$

and it follows that for $m \geq 1$ the surface vector fields $\operatorname{curl}_{\partial B} Y_{m}$ and $\nabla_{\partial B} Y_{m}$ are eigenfunctions of $\boldsymbol{\Delta}_{\partial B}$ corresponding to the eigenvalue $\mu_{m}$. Since the surface $\partial B$ is simply connected, these eigenfunctions (appropriately normalized) constitute an orthonormal basis in $\mathbf{L}_{t}^{2}(\partial B)$ (cf. [28]). As a consequence, any tangential vector field $\boldsymbol{\xi}$ defined on $\partial B$ may be expanded in this basis in the form

$$
\begin{equation*}
\boldsymbol{\xi}=\sum_{m=1}^{\infty}\left[\boldsymbol{\xi}_{m}^{(1)} \nabla_{\partial B} Y_{m}+\boldsymbol{\xi}_{m}^{(2)} \operatorname{curl}_{\partial B} Y_{m}\right] \tag{4}
\end{equation*}
$$

It follows that for any $s \in \mathbb{R}$ the space $\mathbf{H}_{t}^{s}(\partial B)$ has the spectral characterization

$$
\mathbf{H}_{t}^{s}(\partial B)=\left\{\boldsymbol{\xi} \mid \sum_{m=1}^{\infty} \mu_{m}^{s+1}\left(\left|\boldsymbol{\xi}_{m}^{(1)}\right|^{2}+\left|\boldsymbol{\xi}_{m}^{(2)}\right|^{2}\right)<\infty\right\}
$$

and we may replace the standard norm on this space with the equivalent norm given by

$$
\|\boldsymbol{\xi}\|_{\mathbf{H}_{t}^{s}(\partial B)}:=\left[\sum_{m=1}^{\infty} \mu_{m}^{s+1}\left(\left|\boldsymbol{\xi}_{m}^{(1)}\right|^{2}+\left|\boldsymbol{\xi}_{m}^{(2)}\right|^{2}\right)\right]^{1 / 2}
$$

We work with the same characterization and equivalent norm of $\mathbf{H}^{s}\left(\operatorname{div}_{\partial B}^{0}, \partial B\right)$. The spaces $\mathbf{H}^{-1 / 2}\left(\operatorname{div}_{\partial B}, \partial B\right)$ and $\mathbf{H}^{-1 / 2}\left(\operatorname{curl}_{\partial B}, \partial B\right)$ are the images of the tangential trace operators $\mathbf{u} \mapsto \boldsymbol{\nu} \times \mathbf{u}$ and $\mathbf{u} \mapsto \mathbf{u}_{T}:=(\boldsymbol{\nu} \times \mathbf{u}) \times \boldsymbol{\nu}$ on $\mathbf{H}(\mathbf{c u r l}, B)$ (cf. [27]), respectively, and they may be characterized as

$$
\mathbf{H}^{-1 / 2}\left(\operatorname{div}_{\partial B}, \partial B\right)=\left\{\boldsymbol{\xi} \mid \sum_{m=1}^{\infty} \mu_{m}^{1 / 2}\left(\mu_{m}\left|\boldsymbol{\xi}_{m}^{(1)}\right|^{2}+\left|\boldsymbol{\xi}_{m}^{(2)}\right|^{2}\right)<\infty\right\}
$$

$$
\mathbf{H}^{-1 / 2}\left(\operatorname{curl}_{\partial B}, \partial B\right)=\left\{\boldsymbol{\xi} \mid \sum_{m=1}^{\infty} \mu_{m}^{1 / 2}\left(\left|\boldsymbol{\xi}_{m}^{(1)}\right|^{2}+\mu_{m}\left|\boldsymbol{\xi}_{m}^{(2)}\right|^{2}\right)<\infty\right\} .
$$

We again replace the standard norms given in Section 2 with the equivalent norms

$$
\begin{aligned}
\|\boldsymbol{\xi}\|_{\mathbf{H}^{-1 / 2}\left(\operatorname{div}_{\partial B}, \partial B\right)} & :=\left[\sum_{m=1}^{\infty} \mu_{m}^{1 / 2}\left(\mu_{m}\left|\boldsymbol{\xi}_{m}^{(1)}\right|^{2}+\left|\boldsymbol{\xi}_{m}^{(2)}\right|^{2}\right)\right]^{1 / 2} \\
\|\boldsymbol{\xi}\|_{\mathbf{H}^{-1 / 2}\left(\operatorname{curl}_{\partial B}, \partial B\right)} & :=\left[\sum_{m=1}^{\infty} \mu_{m}^{1 / 2}\left(\left|\boldsymbol{\xi}_{m}^{(1)}\right|^{2}+\mu_{m}\left|\boldsymbol{\xi}_{m}^{(2)}\right|^{2}\right)\right]^{1 / 2}
\end{aligned}
$$

We now proceed to define the operator $\mathcal{S}_{0}$ as in [9], after which we will provide an equivalent form of the operator in terms of the eigenbasis of $\boldsymbol{\Delta}_{\partial B}$. We define $\mathcal{S}_{0}: \mathbf{H}^{-1 / 2}\left(\operatorname{curl}_{\partial B}, \partial B\right) \rightarrow \mathbf{H}^{1 / 2}\left(\operatorname{div}_{\partial B}^{0}, \partial B\right)$ by $\mathcal{S}_{0} \boldsymbol{\xi}:=\operatorname{curl}_{\partial B} q$, where $q \in H^{1}(\partial B) / \mathbb{C}$ is the unique solution of

$$
\Delta_{\partial B} q=\operatorname{curl}_{\partial B} \boldsymbol{\xi}
$$

In the following proposition we summarize the basic properties of this operator that were established in [9].
Proposition 3.2. The operator $\mathcal{S}_{0}: \mathbf{H}^{-1 / 2}\left(\operatorname{curl}_{\partial B}, \partial B\right) \rightarrow \mathbf{H}^{1 / 2}\left(\operatorname{div}_{\partial B}^{0}, \partial B\right)$ is bounded and satisfies

$$
\int_{\partial B} \mathcal{S}_{0} \mathbf{u}_{T} \cdot \overline{\mathbf{z}_{T}} d s=\int_{\partial B} \mathcal{S}_{0} \mathbf{u}_{T} \cdot \overline{\mathcal{S}_{0} \mathbf{z}_{T}} d s=\int_{\partial B} \mathbf{u}_{T} \cdot \overline{\mathcal{S}_{0} \mathbf{z}_{T}} d s
$$

for all $\mathbf{u}, \mathbf{z} \in \mathbf{H}(\mathbf{c u r l}, B)$, where the integrals over $\partial B$ represent duality pairs between $\mathbf{H}^{-1 / 2}\left(\operatorname{div}_{\partial B}, \partial B\right)$ and $\mathbf{H}^{-1 / 2}\left(\operatorname{curl}_{\partial B}, \partial B\right)$.

Through an eigensystem expansion of $q$ in the definition of $\mathcal{S}_{0}$, we see that the operator $\mathcal{S}_{0}$ may be equivalently expressed as

$$
\mathcal{S}_{0} \boldsymbol{\xi}:=\sum_{m=1}^{\infty} \boldsymbol{\xi}_{m}^{(2)} \operatorname{curl}_{\partial B} Y_{m}
$$

where $\boldsymbol{\xi}$ has the expansion (4). This form of $\mathcal{S}_{0}$ motivates the subsequent definition of the smoothing operator $\mathcal{S}_{\delta}$, which is analogous to the operator introduced in [13] in the context of the Helmholtz equation.

For a given $\delta \geq 0$ we define the operator $\mathcal{S}_{\delta}: \mathbf{H}^{-1 / 2}\left(\operatorname{curl}_{\partial B}, \partial B\right) \rightarrow \mathbf{H}^{1 / 2}\left(\operatorname{div}_{\partial B}^{0}, \partial B\right)$ as

$$
\mathcal{S}_{\delta} \boldsymbol{\xi}:=\sum_{m=1}^{\infty} \mu_{m}^{-\delta} \boldsymbol{\xi}_{m}^{(2)} \operatorname{curl}_{\partial B} Y_{m}
$$

and we note that for $\delta=0$ this operator coincides with the operator $\mathcal{S}_{0}$ defined above. We first observe that $\mathcal{S}_{\delta_{1}} \mathcal{S}_{\delta_{2}}=\mathcal{S}_{\delta_{1}+\delta_{2}}$ for all $\delta_{1}, \delta_{2} \geq 0$. We summarize some basic facts of the operator $\mathcal{S}_{\delta}$ in the following proposition, which are an immediate consequence of the definition of $\mathcal{S}_{\delta}$ and the spectral characterizations of the related Sobolev spaces provided above.

Proposition 3.3. For any $\rho \geq-\frac{1}{2}$, the operator $\mathcal{S}_{\delta}$ is bounded from $\mathbf{H}^{\rho}\left(\operatorname{curl}_{\partial B}, \partial B\right)$ into $\mathbf{H}^{1+\rho+2 \delta}\left(\operatorname{div}_{\partial B}^{0}, \partial B\right)$. In particular, the operator $\mathcal{S}_{\delta}: \mathbf{H}^{-1 / 2}\left(\operatorname{curl}_{\partial B}, \partial B\right) \rightarrow$ $\mathbf{H}^{1 / 2}\left(\operatorname{div}_{\partial B}^{0}, \partial B\right)$ is compact whenever $\delta>0$. Furthermore, the operator $\mathcal{S}_{\delta}$ satisfies

$$
\begin{equation*}
\int_{\partial B} \mathcal{S}_{\delta} \mathbf{u}_{T} \cdot \overline{\mathbf{z}_{T}} d s=\int_{\partial B} \mathcal{S}_{\delta / 2} \mathbf{u}_{T} \cdot \overline{\mathcal{S}_{\delta / 2} \mathbf{z}_{T}} d s=\int_{\partial B} \mathbf{u}_{T} \cdot \overline{\mathcal{S}_{\delta} \mathbf{z}_{T}} d s \tag{5}
\end{equation*}
$$

for all $\mathbf{u}, \mathbf{z} \in \mathbf{H}(\mathbf{c u r l}, B)$.
For later use we provide the following result concerning the summability of the sequence $\left\{\mu_{m}^{-\beta}\right\}$ for a given $\beta>0$, which follows as a straightforward consequence of Weyl's law (cf. [23]). We note that this result is valid only for dimension $d=3$.

Proposition 3.4. The sequence $\left\{\mu_{m}^{-\beta}\right\}$ is summable if and only if $\beta>1$.
With some basic results in hand, we now define the auxiliary problem that we will use to generate a modification of the electromagnetic Stekloff eigenvalue problem. We assume that $B$ is chosen such that $D \subseteq B$, and we introduce the auxiliary problem of finding $\mathbf{E}_{\lambda}^{s} \in \mathbf{H}_{\mathrm{loc}}\left(\operatorname{curl}, \mathbb{R}^{3} \backslash \bar{B}\right)$ satisfying

$$
\begin{gather*}
\operatorname{curl} \operatorname{curl} \mathbf{E}_{\lambda}^{s}-k^{2} \mathbf{E}_{\lambda}^{s}=\mathbf{0} \text { in } \mathbb{R}^{3} \backslash \bar{B}  \tag{6a}\\
\boldsymbol{\nu} \times \operatorname{curl} \mathbf{E}_{\lambda}^{s}-\lambda \mathcal{S}_{\delta} \mathbf{E}_{\lambda, T}^{s}=-\boldsymbol{\nu} \times \operatorname{curl} \mathbf{E}^{i}+\lambda \mathcal{S}_{\delta} \mathbf{E}_{T}^{i} \text { on } \partial B  \tag{6b}\\
\lim _{r \rightarrow \infty}\left(\operatorname{curl} \mathbf{E}_{\lambda}^{s} \times \mathbf{x}-i k r \mathbf{E}_{\lambda}^{s}\right)=0 \tag{6c}
\end{gather*}
$$

where the parameter $\lambda \in \mathbb{C}$ satisfies $\operatorname{Im}(\lambda) \geq 0$ and will serve as our eigenparameter. If we choose $\delta=0$, then (6) reduces to the standard problem (1) with the projection operator $\mathcal{S}=\mathcal{S}_{0}$. In the case $\delta>0$, the fact that $\mathcal{S}_{\delta}$ is a bounded operator satisfying (5) implies that (6) is well-posed whenever $\operatorname{Im}(\lambda) \geq 0$ (cf. [9]).

As for the physical scattering problem, the auxiliary scattered field has an asymptotic expansion of the form (3), and we denote the auxiliary far field pattern by $\mathbf{E}_{\lambda, \infty}^{(\delta)}(\hat{\mathbf{x}}, \mathbf{d} ; \mathbf{p})$. In a similar manner, we define the auxiliary far field operator $\mathbf{F}_{\lambda}^{(\delta)}: \mathbf{L}_{t}^{2}\left(\mathbb{S}^{2}\right) \rightarrow \mathbf{L}_{t}^{2}\left(\mathbb{S}^{2}\right)$ as

$$
\left(\mathbf{F}_{\lambda}^{(\delta)} \mathbf{g}\right)(\hat{\mathbf{x}}):=\int_{\mathbb{S}^{2}} \mathbf{E}_{\lambda, \infty}^{(\delta)}(\hat{\mathbf{x}}, \mathbf{d} ; \mathbf{g}(\mathbf{d})) d s(\mathbf{d}), \hat{\mathbf{x}} \in \mathbb{S}^{2}
$$

We remark that we have explicitly denoted the dependence of the auxiliary far field operator on $\delta$. We now define the modified far field operator $\mathcal{F}_{\lambda}^{(\delta)}:=$ $\mathbf{F}-\mathbf{F}_{\lambda}^{(\delta)}$, which may be written explicitly as

$$
\left(\mathcal{F}_{\lambda}^{(\delta)} \mathbf{g}\right)(\hat{\mathbf{x}}):=\int_{\mathbb{S}^{2}}\left[\mathbf{E}_{\infty}(\hat{\mathbf{x}}, \mathbf{d} ; \mathbf{g}(\mathbf{d}))-\mathbf{E}_{\lambda, \infty}^{(\delta)}(\hat{\mathbf{x}}, \mathbf{d} ; \mathbf{g}(\mathbf{d}))\right] d s(\mathbf{d}), \hat{\mathbf{x}} \in \mathbb{S}^{2}
$$

The modified far field operator $\mathcal{F}_{\lambda}^{(\delta)}$ serves to compare the measured scattering data to the computed auxiliary data for a given value of the parameter
$\lambda$, represented by $\mathbf{F}$ and $\mathbf{F}_{\lambda}^{(\delta)}$, respectively. By following the same reasoning as in the case $\delta=0$ (cf. [9]) we have the following result.

Theorem 3.5. The modified far field operator $\mathcal{F}_{\lambda}^{(\delta)}$ is injective provided there exists no nontrivial solution $\mathbf{w} \in \mathbf{H}(\mathbf{c u r l}, B)$ of the electromagnetic $\delta$-Stekloff problem

$$
\begin{align*}
\text { curl curl } \mathbf{w}-k^{2} \epsilon \mathbf{w} & =\mathbf{0} \text { in } B,  \tag{7a}\\
\boldsymbol{\nu} \times \operatorname{curl} \mathbf{w}-\lambda \mathcal{S}_{\delta} \mathbf{w}_{T} & =\mathbf{0} \text { on } \partial B . \tag{7b}
\end{align*}
$$

We call a value of $\lambda$ for which (7) admits a nontrivial solution an elecromagnetic $\delta$-Stekloff eigenvalue. We conclude this section with the following assumption on the wave number $k$, which ensures injectivity of a certain solution operator that we will introduce in Section 4.

Assumption 3.6. We assume that $k$ is chosen such that there exist no nontrivial solutions $\boldsymbol{\psi} \in \mathbf{H}(\mathbf{c u r l}, B)$ of the boundary value problem

$$
\begin{align*}
\nabla \times \nabla \times \boldsymbol{\psi}-k^{2} \epsilon \boldsymbol{\psi} & =\mathbf{0} \text { in } B  \tag{8a}\\
\operatorname{div}_{\partial B}(\nu \times \nabla \times \boldsymbol{\psi}) & =0 \text { on } \partial B  \tag{8b}\\
\operatorname{curl}_{\partial B} \boldsymbol{\psi}_{T} & =0 \text { on } \partial B \tag{8c}
\end{align*}
$$

We first note that this assumption is automatically satisfied if $\operatorname{Im}(\epsilon)>0$ on an open subset of $D$. Furthermore, we justify this assumption by stating that it holds for all $k>0$ except in a discrete subset, which may be shown by investigating a weak formulation of (8) and applying the analytic Fredholm theorem (cf. [18, Theorem 8.26]) in $\mathbb{C} \backslash\{0\}$. While we keep in mind the intended application to inverse scattering that motivated our consideration of (7), the remainder of our discussion will concern only its spectral properties.

## 4. Properties of the electromagnetic $\delta$-Stekloff eigenvalue problem

In this section we investigate the properties of the electromagnetic $\delta$-Stekloff eigenvalues, and in order to do so we primarily study a nonhomogeneous version of (7) in which we seek $\mathbf{w} \in \mathbf{H}($ curl,$B)$ satisfying

$$
\begin{align*}
\operatorname{curlcurl} \mathbf{w}-k^{2} \epsilon \mathbf{w} & =\mathbf{f} \text { in } B,  \tag{9a}\\
\boldsymbol{\nu} \times \operatorname{curl} \mathbf{w}-\lambda \mathcal{S}_{\delta} \mathbf{w}_{T} & =\mathbf{h} \text { on } \partial B, \tag{9b}
\end{align*}
$$

for given $\mathbf{f} \in \mathbf{L}^{2}(B)$ and $\mathbf{h} \in \mathbf{H}\left(\operatorname{div}_{\partial B}^{0}, \partial B\right)$. We see that (9) is equivalent to the weak formulation of finding $\mathbf{w} \in \mathbf{H}(\mathbf{c u r l}, B)$ such that

$$
\begin{align*}
&(\operatorname{curlw}, \operatorname{curl} \boldsymbol{\varphi})_{B}-k^{2}(\epsilon \mathbf{w}, \boldsymbol{\varphi})_{B}+\lambda\left\langle\mathcal{S}_{\delta} \mathbf{w}_{T}, \boldsymbol{\varphi}_{T}\right\rangle_{\partial B}  \tag{10}\\
&=(\mathbf{f}, \boldsymbol{\varphi})_{B}-\left\langle\mathbf{h}, \boldsymbol{\varphi}_{T}\right\rangle_{\partial B} \quad \forall \boldsymbol{\varphi} \in \mathbf{H}(\operatorname{curl}, B)
\end{align*}
$$

We note that we have used $\langle\cdot, \cdot\rangle_{\partial B}$ to denote the duality pairing of $\mathbf{H}^{-1 / 2}\left(\operatorname{div}_{\partial B}, \partial B\right)$ and $\mathbf{H}^{-1 / 2}\left(\operatorname{curl}_{\partial B}, \partial B\right)$ with conjugation in the second argument. We will use
the same notation to denote the inner product on $\mathbf{L}_{t}^{2}(\partial B)$, and context should prevent any confusion. Since we are only assuming that $\mathbf{f} \in \mathbf{L}^{2}(B)$, we cannot immediately apply regularity results for Maxwell's equations in order to investigate solvability of (10), as we have no extra regularity of $\operatorname{div}(\epsilon \mathbf{w})$. Thus, we use the Helmholtz decomposition

$$
\mathbf{H}(\operatorname{curl}, B)=\mathcal{H}_{0}(B) \oplus \nabla H_{*}^{1}(B)
$$

where we define the space

$$
\mathcal{H}_{0}(B):=\{\mathbf{u} \in \mathbf{H}(\mathbf{c u r l}, B) \mid \operatorname{div}(\epsilon \mathbf{w})=0 \text { in } B, \boldsymbol{\nu} \cdot(\epsilon \mathbf{w})=0 \text { on } \partial B\} .
$$

We equip this space with the same inner product and norm as $\mathbf{H}$ (curl, $B$ ), and from [25, Theorem 4.24] we observe that the space $\mathcal{H}_{0}(B)$ is compactly embedded into $\mathbf{L}^{2}(B)$. By writing a solution of (10) as $\mathbf{w}=\mathbf{w}_{0}+\nabla \psi$ for $\mathbf{w}_{0} \in \mathcal{H}_{0}(B)$ and $\psi \in H_{*}^{1}(B)$ and restricting the test functions to $\nabla H_{*}^{1}(B)$, we see that $\psi \in H_{*}^{1}(B)$ must satisfy

$$
\begin{equation*}
-k^{2}\left(\epsilon \nabla \psi, \nabla \psi^{\prime}\right)_{B}=\left(\mathbf{f}, \nabla \psi^{\prime}\right)_{B} \quad \forall \psi^{\prime} \in H_{*}^{1}(B) \tag{11}
\end{equation*}
$$

Well-posedness of (11) implies that $\psi$ is uniquely determined by $\mathbf{f}$ and that the estimate $\|\psi\|_{H^{1}(B)} \leq C\|\mathbf{f}\|_{B}$ holds. We now return to (10) with the test functions instead restricted to $\mathcal{H}_{0}(B)$, and we observe that $\mathbf{w}_{0} \in \mathcal{H}_{0}(B)$ must satisfy

$$
\begin{align*}
\left(\operatorname{curl}_{0}, \operatorname{curl} \boldsymbol{\varphi}_{0}\right)_{B} & -k^{2}\left(\epsilon \mathbf{w}_{0}, \boldsymbol{\varphi}_{0}\right)_{B}+\lambda\left\langle\mathcal{S}_{\delta} \mathbf{w}_{0, T}, \boldsymbol{\varphi}_{0, T}\right\rangle_{\partial B} \\
= & \left(\mathbf{f}+k^{2} \epsilon \nabla \psi, \boldsymbol{\varphi}_{0, T}\right)_{B}-\left\langle\mathbf{h}, \boldsymbol{\varphi}_{0, T}\right\rangle_{\partial B} \quad \forall \boldsymbol{\varphi}_{0} \in \mathcal{H}_{0}(B) . \tag{12}
\end{align*}
$$

Conversely, solutions $\psi$ and $\mathbf{w}_{0}$ of (11) and (12), respectively, yield a solution $\mathbf{w}=\mathbf{w}+\nabla \psi$ of (9), and we use this equivalence in the following theorem to investigate when this problem is well-posed.

Theorem 4.1. The nonhomogeneous $\delta$-Stekloff problem (9) is of Fredholm type. In particular, if $\lambda$ is not an electromagnetic $\delta$-Stekloff eigenvalue, then there exists a unique solution $\mathbf{w} \in \mathbf{H}(\mathbf{c u r l}, B)$ of (9) satisfying the estimate

$$
\|\mathbf{w}\|_{\mathbf{c u r l}, B} \leq C\left(\|\mathbf{f}\|_{B}+\|\mathbf{h}\|_{\mathbf{H}\left(\operatorname{div}_{\partial B}^{0}, \partial B\right)}\right)
$$

Furthermore, the electromagnetic $\delta$-Stekloff eigenvalues form a discrete subset of $\mathbb{C}$ without finite accumulation point.

Proof.
By means of the Riesz representation theorem we define the operators $\hat{\mathbb{A}}, \mathbb{B}_{\lambda}$ : $\mathcal{H}_{0}(B) \rightarrow \mathcal{H}_{0}(B)$ such that

$$
\left(\hat{\mathbb{A}} \mathbf{u}, \boldsymbol{\varphi}_{0}\right)_{\mathcal{H}_{0}(B)}=\left(\mathbf{c u r l} \mathbf{u}, \operatorname{curl} \boldsymbol{\varphi}_{0}\right)_{B}+k^{2}\left(\mathbf{u}, \boldsymbol{\varphi}_{0}\right)_{B}
$$

$$
\left(\mathbb{B}_{\lambda} \mathbf{u}, \boldsymbol{\varphi}_{0}\right)_{\mathcal{H}_{0}(B)}=-k^{2}\left((1+\epsilon) \mathbf{u}, \boldsymbol{\varphi}_{0}\right)_{B}+\lambda\left\langle\mathcal{S}_{\delta} \mathbf{u}_{T}, \boldsymbol{\varphi}_{0, T}\right\rangle_{\partial B}
$$

for all $\mathbf{u}, \boldsymbol{\varphi}_{0} \in \mathcal{H}_{0}(B)$, and we observe that (12) is equivalent to finding $\mathbf{w}_{0} \in$ $\mathcal{H}_{0}(B)$ for which

$$
\left(\left(\hat{\mathbb{A}}+\mathbb{B}_{\lambda}\right) \mathbf{w}_{0}, \boldsymbol{\varphi}_{0}\right)_{\mathcal{H}_{0}(B)}=\left(\mathbf{f}+k^{2} \epsilon \nabla \psi, \boldsymbol{\varphi}_{0, T}\right)_{B}-\left\langle\mathbf{h}, \boldsymbol{\varphi}_{0, T}\right\rangle_{\partial B} \quad \forall \boldsymbol{\varphi}_{0} \in \mathcal{H}_{0}(B) .
$$

As a consequence, it suffices to study the operator $\hat{\mathbb{A}}+\mathbb{B}_{\lambda}$. First, we see that $\hat{\mathbb{A}}$ is defined in terms of an equivalent inner product on $\mathcal{H}_{0}(B)$, and it follows from the Riesz representation theorem that the operator $\hat{\mathbb{A}}$ must be invertible. Second, for each $\mathbf{u} \in \mathcal{H}_{0}(B)$ we see that

$$
\begin{align*}
\left\|\mathbb{B}_{\lambda} \mathbf{u}\right\|_{\mathcal{H}_{0}(B)} & =\sup _{\substack{\boldsymbol{\varphi}_{0} \in \mathcal{H}_{0}(B) \\
\left\|\boldsymbol{\varphi}_{0}\right\|_{\mathcal{H}_{0}(B)} \leq 1}}\left|-k^{2}\left((1+\epsilon) \mathbf{u}, \boldsymbol{\varphi}_{0}\right)_{B}+\lambda\left\langle\mathcal{S}_{\delta} \mathbf{u}_{T}, \boldsymbol{\varphi}_{0, T}\right\rangle_{\partial B}\right| \\
& \leq C\left(\|\mathbf{u}\|_{B}+\left\|\mathcal{S}_{\delta} \mathbf{u}_{T}\right\|_{\mathbf{H}\left(\operatorname{div}_{\partial B}^{0}, \partial B\right)}\right), \tag{13}
\end{align*}
$$

where the constant $C>0$ depends only on $k, \epsilon, \lambda$, and $B$. If a sequence $\left\{\mathbf{u}_{m}\right\}$ converges weakly in $\mathcal{H}_{0}(B)$ to $\mathbf{u}_{0} \in \mathcal{H}_{0}(B)$, then the compact embedding of $\mathcal{H}_{0}(B)$ into $\mathbf{L}^{2}(B)$ implies that $\mathbf{u}_{m} \rightarrow \mathbf{u}_{0}$ in $\mathbf{L}^{2}(B)$. Moreover, boundedness of $\mathcal{S}_{\delta}$ into $\mathbf{H}^{1 / 2}\left(\operatorname{div}_{\partial B}^{0}, \partial B\right)$ implies that $\mathcal{S}_{\delta} \mathbf{u}_{m, T} \rightharpoonup \mathcal{S}_{\delta} \mathbf{u}_{0, T}$ in $\mathbf{H}_{t}^{1 / 2}(\partial B)$, and from the compact embedding of the latter space into $\mathbf{L}_{t}^{2}(\partial B)$ we obtain $\mathcal{S}_{\delta} \mathbf{u}_{m, T} \rightarrow$ $\mathcal{S}_{\delta} \mathbf{u}_{0, T}$ in $\mathbf{H}\left(\operatorname{div}_{\partial B}^{0}, \partial B\right)$. Thus, we see from (13) that $\mathbb{B}_{\lambda} \mathbf{u}_{m} \rightarrow \mathbb{B}_{\lambda} \mathbf{u}_{0}$ in $\mathcal{H}_{0}(B)$, and it follows that $\mathbb{B}_{\lambda}$ is compact. By combining these results, we conclude that the operator $\hat{\mathbb{A}}+\mathbb{B}_{\lambda}$ is a Fredholm operator of index zero, which implies that (12) is of Fredholm type. The aforementioned equivalence implies that the same holds for (9). In particular, this problem is well-posed whenever $\lambda$ is not an electromagnetic $\delta$-Stekloff eigenvalue.

We shall now establish discreteness of the eigenvalues. If $(\lambda, \mathbf{w})$ is an eigenpair of (7), then $\mathbf{w}$ satisfies (12) with $\mathbf{f}=\mathbf{0}, \psi=0$, and $\mathbf{h}=\mathbf{0}$. Taking the imaginary part of both sides of this equation with $\boldsymbol{\varphi}_{0}=\mathbf{w}$ (and applying the results of Proposition 3.3) yields

$$
-k^{2}(\operatorname{Im}(\epsilon) \mathbf{w}, \mathbf{w})_{B}+\operatorname{Im}(\lambda)\left\|\mathcal{S}_{\delta / 2} \mathbf{w}_{T}\right\|_{\mathbf{H}\left(\operatorname{div}_{\partial B}^{0}, \partial B\right)}=0
$$

If $\mathcal{S}_{\delta / 2} \mathbf{w}_{T}=0$, then we see that $\mathbf{w}$ satisfies (8), and by Assumption 3.6 we would have $\mathbf{w}=\mathbf{0}$ in $B$. Since the eigenfunction $\mathbf{w}$ must be nontrivial, we must have $\mathcal{S}_{\delta / 2} \mathbf{w}_{T} \neq 0$, and we may solve for $\operatorname{Im}(\lambda)$ in order to obtain

$$
\operatorname{Im}(\lambda)=\frac{k^{2}(\operatorname{Im}(\epsilon) \mathbf{w}, \mathbf{w})_{B}}{\left\|\mathcal{S}_{\delta / 2} \mathbf{w}_{T}\right\|_{\mathbf{H}\left(\operatorname{div}_{\partial B}^{0}, \partial B\right)}} \geq 0
$$

Thus, we see that every eigenvalue satisfies $\operatorname{Im}(\lambda) \geq 0$, and in particular we have shown that the operator $\hat{\mathbb{A}}+\mathbb{B}_{\lambda}$ is injective, and hence invertible, whenever $\operatorname{Im}(\lambda)<0$. Since the operator $\mathbb{B}_{\lambda}$ depends analytically on $\lambda$, the analytic Fredholm theorem now implies that $\hat{\mathbb{A}}+\mathbb{B}_{\lambda}$ is invertible for all $\lambda$ except in
a discrete subset of $\mathbb{C}$ without finite accumulation point (cf. [18, Theorem $8.26]$ ), which implies that the set of electromagnetic $\delta$-Stekloff eigenvalues is discrete.

In order to establish further properties of the electromagnetic $\delta$-Stekloff eigenvalues, we define the operator $\mathbf{T}_{z}^{(\delta)}: \mathbf{H}\left(\operatorname{div}_{\partial B}^{0}, \partial B\right) \rightarrow \mathbf{H}\left(\operatorname{div}_{\partial B}^{0}, \partial B\right)$ by $\mathbf{T}_{z}^{(\delta)} \mathbf{h}:=\mathcal{S}_{0} \mathbf{w}_{T}$, where $\mathbf{w} \in \mathbf{H}(\mathbf{c u r}, B)$ satisfies (9) with $\lambda=z$ and $\mathbf{f}=\mathbf{0}$, i.e.

$$
\begin{align*}
\operatorname{curl} \operatorname{curl} \mathbf{w}-k^{2} \epsilon \mathbf{w} & =\mathbf{0} \text { in } B  \tag{14a}\\
\boldsymbol{\nu} \times \operatorname{curl} \mathbf{w}-z \mathcal{S}_{\delta} \mathbf{w}_{T} & =\mathbf{h} \text { on } \partial B . \tag{14b}
\end{align*}
$$

Here $z \in \mathbb{R}$ is chosen to be outside the set of electromagnetic $\delta$-Stekloff eigenvalues, which implies that $\mathbf{T}_{z}^{(\delta)}$ is well-defined by Theorem 4.1, and we note that we may choose such as a value of $z$ due to discreteness of the eigenvalues. We follow similar reasoning as in [9, Lemma 3.4] to obtain the following regularity property of $\mathbf{T}_{z}^{(\delta)}$.
Proposition 4.2. For any $\delta \geq 0$ the operator $\mathbf{T}_{z}^{(\delta)}: \mathbf{H}\left(\operatorname{div}_{\partial B}^{0}, \partial B\right) \rightarrow \mathbf{H}^{1}\left(\operatorname{div}_{\partial B}^{0}, \partial B\right)$ is bounded.

## Proof.

For a given $\mathbf{h} \in \mathbf{H}\left(\operatorname{div}_{\partial B}^{0}, \partial B\right)$, we let $\mathbf{w}$ satisfy (14), and it follows that $\mathbf{T}_{z}^{(\delta)} \mathbf{h}=\mathcal{S}_{0} \mathbf{w}_{T}$. We see from the boundary condition (14b) that $\boldsymbol{\nu} \times \mathbf{c u r l} \mathbf{w} \in$ $\mathbf{L}_{t}^{2}(\partial B)$, and since curl $\mathbf{w} \in \mathbf{H}(\operatorname{curl}, B) \cap \mathbf{H}(\operatorname{div}, B)$ we obtain $\boldsymbol{\nu} \cdot \operatorname{curl} \mathbf{w} \in$ $L^{2}(\partial B)$ (cf. [19]). From the identity $\operatorname{curl}_{\partial B} \mathbf{w}_{T}=\boldsymbol{\nu} \cdot \operatorname{curl} \mathbf{w}$ we have $\operatorname{curl}_{\partial B} \mathbf{w}_{T} \in$ $L^{2}(\partial B)$. Recalling the definition of the operator $\mathcal{S}_{0}$, there exists a unique $q \in H^{1}(\partial B) / \mathbb{C}$ satisfying $\Delta_{\partial B} q=\operatorname{curl}_{\partial B} \mathbf{w}_{T}$ for which $\mathcal{S}_{0} \mathbf{w}_{T}=\operatorname{curl}_{\partial B} q$. We observe that $\Delta_{\partial B} q \in L^{2}(\partial B)$, which implies that $\operatorname{curl}_{\partial B} q \in \mathbf{H}^{1}\left(\operatorname{div}_{\partial B}^{0}, \partial B\right)$ with the estimate

$$
\left\|\operatorname{curl}_{\partial B} q\right\|_{\mathbf{H}^{1}\left(\operatorname{div}_{\partial B}^{0}, \partial B\right)} \leq C\left\|\operatorname{curl}_{\partial B} \mathbf{w}_{T}\right\|_{L^{2}(\partial B)}
$$

By the regularity estimate from [19] and well-posedness of (14) we conclude that $\mathbf{T}_{z}^{(\delta)}$ is bounded into $\mathbf{H}^{1}\left(\operatorname{div}_{\partial B}^{0}, \partial B\right)$.

The operator $\mathbf{T}_{0}^{(0)}$ was used in [9] in order to obtain results on the standard electromagnetic Stekloff eigenvalues. However, for $\delta>0$ the spectrum of this operator no longer has a clear relationship to the set of $\delta$-Stekloff eigenvalues, and we must instead consider the operator $\mathbf{\Psi}_{z}^{(\delta)}: \mathbf{H}\left(\operatorname{div}_{\partial B}^{0}, \partial B\right) \rightarrow \mathbf{H}\left(\operatorname{div}_{\partial B}^{0}, \partial B\right)$ defined by $\boldsymbol{\Psi}_{z}^{(\delta)}:=\mathcal{S}_{\delta / 2} \mathbf{T}_{z}^{(\delta)} \mathcal{S}_{\delta / 2}$. We remark that Proposition 4.2 and the smoothing property of $\mathcal{S}_{\delta}$ stated in Proposition 3.3 immediately imply that the operator $\boldsymbol{\Psi}_{z}^{(\delta)}$ is bounded into $\mathbf{H}^{1+\delta}\left(\operatorname{div}_{\partial B}^{0}, \partial B\right)$ and hence must be compact. We follow the same reasoning as in [13, Lemma 4.4] to establish the following relationship between the set of electromagnetic $\delta$-Stekloff eigenvalues and the spectrum of $\boldsymbol{\Psi}_{z}^{(\delta)}$. For future use, we prove a slightly more general result.

Proposition 4.3. For a given $\delta \geq 0$, let $\delta_{1}, \delta_{2}$ be nonnegative numbers such that $\delta_{1}+\delta_{2}=\delta$. Then a given $\lambda \in \mathbb{C}$ is an electromagnetic $\delta$-Stekloff eigenvalue if and only if $(\lambda-z)^{-1}$ is an eigenvalue of the operator $\mathcal{S}_{\delta_{1}} \mathbf{T}_{z}^{(\delta)} \mathcal{S}_{\delta_{2}}$.

## Proof.

We first note that $\mathcal{S}_{\delta}=\mathcal{S}_{\delta_{2}} \mathcal{S}_{\delta_{1}}$. We suppose that $\lambda$ is an electromagnetic $\delta$ Stekloff eigenvalue with eigenfunction $\mathbf{w}$, and we rewrite the boundary condition (7b) as

$$
\boldsymbol{\nu} \times \operatorname{curl} \mathbf{w}-z \mathcal{S}_{\delta} \mathbf{w}_{T}=(\lambda-z) \mathcal{S}_{\delta} \mathbf{w}_{T} \text { on } \partial B
$$

If we define $\mathbf{h}:=(\lambda-z) \mathcal{S}_{\delta_{1}} \mathbf{w}_{T}$, then it follows from the definition of $\mathbf{T}_{z}^{(\delta)}$ that $\mathcal{S}_{0} \mathbf{w}_{T}=\mathbf{T}_{z}^{(\delta)} \mathcal{S}_{\delta_{2}} \mathbf{h}$, and we observe that

$$
\mathcal{S}_{\delta_{1}} \mathbf{T}_{z}^{(\delta)} \mathcal{S}_{\delta_{2}} \mathbf{h}=\mathcal{S}_{\delta_{1}} \mathbf{w}_{T}=(\lambda-z)^{-1} \mathbf{h}
$$

As in the proof of Theorem 4.1, we see that Assumption 3.6 implies that $\mathbf{h} \neq \mathbf{0}$, and as a result we conclude that $(\lambda-z)^{-1}$ is an eigenvalue of the operator $\mathcal{S}_{\delta_{1}} \mathbf{T}_{z}^{(\delta)} \mathcal{S}_{\delta_{2}}$. Following the same steps in reverse order yields the converse.

In particular, by choosing $\delta_{1}=\delta_{2}=\frac{\delta}{2}$ in Proposition 4.3 we see that $\lambda$ is an electromagnetic $\delta$-Stekloff eigenvalue if and only if $(\lambda-z)^{-1}$ is an eigenvalue of $\boldsymbol{\Psi}_{z}^{(\delta)}$. Before proceeding further, we state the following lemma as an immediate consequence of Assumption 3.6.

Lemma 4.4. The operator $\boldsymbol{\Psi}_{z}^{(\delta)}$ is injective.
We now turn our attention to showing existence of eigenvalues, and from Proposition (4.3) we see that it suffices to establish existence of eigenvalues of the operator $\mathbf{\Psi}_{z}^{(\delta)}$. If $\epsilon$ is real-valued, then by the same reasoning in [9, Lemma 3.5] we see that $\boldsymbol{\Psi}_{z}^{(\delta)}$ is a compact self-adjoint operator on the Hilbert space $\mathbf{H}\left(\operatorname{div}_{\partial B}^{0}, \partial B\right)$, and we obtain the following result from the Hilbert-Schmidt theorem and Lemma 4.4.

Theorem 4.5. If $\epsilon$ is real-valued, then there exist infinitely many electromagnetic $\delta$-Stekloff eigenvalues, and all eigenvalues are real.

However, in the case that $\epsilon$ is not real-valued, the operator $\Psi_{z}^{(\delta)}$ is not selfadjoint and no existence results are known for the standard electromagnetic Stekloff eigenvalues. We now proceed to show that for large enough $\delta$ the operator $\boldsymbol{\Psi}_{z}^{(\delta)}$ is trace class, as defined below, and that we may apply Lidski's Theorem in order to conclude the existence of infinitely many eigenvalues even for complex-valued $\epsilon$. We first define trace class operators and state Lidski's Theorem (cf. [18, 29]).

Definition 4.6. An operator $T$ on a Hilbert space is a trace class operator if there exists a sequence of operators $\left\{T_{m}\right\}$ for which $T_{m}$ has rank no greater than $m$ and

$$
\sum_{m=1}^{\infty}\left\|T-T_{m}\right\|<\infty
$$

Theorem 4.7. (Lidski's Theorem) If $T$ is a trace class operator on a Hilbert space $X$ such that $T$ has finite-dimensional nullspace and $\operatorname{Im}(T g, g)_{X} \geq 0$ for each $g \in X$, then $T$ has an infinite number of eigenvalues.

We have already established in Lemma 4.4 that $\mathbf{\Psi}_{z}^{(\delta)}$ is injective, which implies that the operator has finite-dimensional nullspace. In the next two lemmas we verify the remaining hypotheses of Lidski's Theorem, but with a slight change. In particular, we will apply the result to the operator $-\mathbf{\Psi}_{z}^{(\delta)}$.

Lemma 4.8. The operator $-\mathbf{\Psi}_{z}^{(\delta)}: \mathbf{H}\left(\operatorname{div}_{\partial B}^{0}, \partial B\right) \rightarrow \mathbf{H}\left(\operatorname{div}_{\partial B}^{0}, \partial B\right)$ satisfies

$$
\operatorname{Im}\left\langle-\mathbf{\Psi}_{z}^{(\delta)} \mathbf{h}, \mathbf{h}\right\rangle_{\partial B} \geq 0
$$

for all $\mathbf{h} \in \mathbf{H}\left(\operatorname{div}^{\partial}{ }_{\partial B}, \partial B\right)$.

## Proof.

We first observe that, by our definition of $\boldsymbol{\Psi}_{z}^{(\delta)}$ and the results of Proposition 3.3, we have

$$
\operatorname{Im}\left\langle-\mathbf{\Psi}_{z}^{(\delta)} \mathbf{h}, \mathbf{h}\right\rangle_{\partial B}=\operatorname{Im}\left\langle-\mathbf{T}_{z}^{(\delta)} \mathcal{S}_{\delta / 2} \mathbf{h}, \mathcal{S}_{\delta / 2} \mathbf{h}\right\rangle_{\partial B} \quad \forall \mathbf{h} \in \mathbf{H}\left(\operatorname{div}_{\partial B}^{0}, \partial B\right)
$$

and hence it suffices to establish the nonnegativity condition for the operator $-\mathbf{T}_{z}^{(\delta)}$. For a given $\mathbf{h}$ we let $\mathbf{w}$ denote the solution of (14), which implies that $\mathbf{T}_{z}^{(\delta)} \mathbf{h}=\mathcal{S}_{0} \mathbf{w}_{T}$. From (10) we see that

$$
\begin{aligned}
\left\langle-\mathbf{T}_{z}^{(\delta)} \mathbf{h}, \mathbf{h}\right\rangle_{\partial B} & =-\left\langle\mathcal{S}_{0} \mathbf{w}_{T}, \mathbf{h}\right\rangle_{\partial B} \\
& =-\left\langle\mathbf{w}_{T}, \mathcal{S}_{0} \mathbf{h}\right\rangle_{\partial B} \\
& =-\overline{\left\langle\mathbf{h}, \mathbf{w}_{T}\right\rangle_{\partial B}} \\
& =(\operatorname{curl} \mathbf{w}, \mathbf{c u r l} \mathbf{w})_{B}-k^{2}(\bar{\epsilon} \mathbf{w}, \mathbf{w})_{B}+z\left\langle\mathcal{S}_{\delta} \mathbf{w}_{T}, \mathbf{w}_{T}\right\rangle_{\partial B},
\end{aligned}
$$

where we have used the fact that $\mathcal{S}_{0} \mathbf{h}=\mathbf{h}, z$ was chosen to be real, and $\left\langle\mathcal{S}_{\delta} \mathbf{w}_{T}, \mathbf{w}_{T}\right\rangle_{\partial B}$ is real as a consequence of Proposition 3.3. Considering the imaginary part yields

$$
\operatorname{Im}\left\langle-\mathbf{T}_{z}^{(\delta)} \mathbf{h}, \mathbf{h}\right\rangle_{\partial B}=-k^{2}(\operatorname{Im}(\bar{\epsilon}) \mathbf{w}, \mathbf{w})_{B}=k^{2}(\operatorname{Im}(\epsilon) \mathbf{w}, \mathbf{w})_{B} \geq 0
$$

due to our assumption that $\operatorname{Im}(\epsilon) \geq 0$, and we arrive at the desired result.
We now proceed to establish that, for $\delta>1$, the operator $\mathbf{\Psi}_{z}^{(\delta)}$ is trace class, as we defined in Definition 4.6. We rely on the regularity result that we obtained in Proposition 4.2, but we remark that it may be possible to improve this result with a more careful analysis of the regularity properties of (14).
Lemma 4.9. If $\delta>1$, then $\mathbf{\Psi}_{z}^{(\delta)}$ is a trace class operator.

## Proof.

For each $M \in \mathbb{N}$ we define the operator $\mathcal{I}^{(M)}: \mathbf{H}\left(\operatorname{div}_{\partial B}^{0}, \partial B\right) \rightarrow \mathbf{H}\left(\operatorname{div}_{\partial B}^{0}, \partial B\right)$ by

$$
\mathcal{I}^{(M)} \boldsymbol{\xi}:=\sum_{m=1}^{M-1} \boldsymbol{\xi}_{m}^{(2)} \operatorname{curl}_{\partial B} Y_{m},
$$

and we note that $\mathcal{I}^{(M)}$ has rank $M-1$. It follows that the operator $\mathcal{I}^{(M)} \boldsymbol{\Psi}_{z}^{(\delta)}$ has rank no greater than $M$. For a given $\mathbf{h} \in \mathbf{H}\left(\operatorname{div}_{\partial B}^{0}, \partial B\right)$ we denote by $\mathbf{w}$ the solution of (14) with right-hand side $\mathcal{S}_{\delta / 2} \mathbf{h}$, implying that $\mathbf{\Psi}_{z}^{(\delta)} \mathbf{h}=\mathcal{S}_{\delta / 2} \mathbf{w}_{T}$, and we have

$$
\begin{aligned}
\left\|\left(\mathbf{\Psi}_{z}^{(\delta)}-\mathcal{I}^{(M)} \mathbf{\Psi}_{z}^{(\delta)}\right) \mathbf{h}\right\|_{\mathbf{H}\left(\operatorname{div}_{\partial B}^{0}, \partial B\right)} & =\left\|\left(\mathbf{\Psi}_{z}^{(\delta)}-\mathcal{I}^{(M)} \mathbf{\Psi}_{z}^{(\delta)}\right) \mathbf{h}\right\|_{\mathbf{L}_{t}^{2}(\partial B)} \\
& =\left(\sum_{m=M}^{\infty} \mu_{m}\left|\mu_{m}^{-\delta / 2}\left(\mathbf{w}_{T}\right)_{m}^{(2)}\right|^{2}\right)^{1 / 2} \\
& =\left(\sum_{m=M}^{\infty} \mu_{m}^{-(1+\delta)} \mu_{m}^{2}\left|\left(\mathbf{w}_{T}\right)_{m}^{(2)}\right|^{2}\right)^{1 / 2} \\
& \leq \mu_{M}^{-\frac{1}{2}(1+\delta)}\left\|\mathcal{S}_{0} \mathbf{w}_{T}\right\|_{\mathbf{H}^{1}\left(\operatorname{div}_{\partial B}^{0}, \partial B\right)} \\
& \leq C \mu_{M}^{-\frac{1}{2}(1+\delta)}\|\mathbf{h}\|_{\mathbf{H}\left(\operatorname{div}_{\partial B}^{0}, \partial B\right)}
\end{aligned}
$$

where the final estimate follows from Proposition 4.2 and boundedness of $\mathcal{S}_{\delta}$. As a result we obtain

$$
\left\|\mathbf{\Psi}_{z}^{(\delta)}-\mathcal{I}^{(M)} \mathbf{\Psi}_{z}^{(\delta)}\right\| \leq C \mu_{M}^{-\frac{1}{2}(1+\delta)} \quad \forall M \in \mathbb{N}
$$

By Proposition 3.4 we know that $\left\{\mu_{m}^{-\beta}\right\}$ is summable if and only if $\beta>1$, and it follows from Definition 4.6 that $\boldsymbol{\Psi}_{z}^{(\delta)}$ is trace class whenever $\delta>1$.

By combining the results of Lemmas 4.4, 4.8, and 4.9 and applying Lidski's Theorem to the operator $-\boldsymbol{\Psi}_{z}^{(\delta)}$, we obtain the following result on the electromagnetic $\delta$-Stekloff eigenvalues as a consequence of Proposition 4.3.

Theorem 4.10. If $\delta>1$, then there exist infinitely many electromagnetic $\delta$ Stekloff eigenvalues.

## 5. Stability of $\delta$-Stekloff eigenvalues

With our application of nondestructive testing of materials in mind, we devote this section to the investigation of stability of the eigenvalues. We first consider stability with respect to changes in $\epsilon$, which ensures that small changes in a material do not cause large deviations of the eigenvalues; while shifts in the eigenvalues are desired in order to detect such changes in the material, it is preferable that the eigenvalues for the perturbed medium remain near those for the unperturbed medium in order to facilitate a careful analysis of the perturbation. Second, we will consider stability with respect to $\delta$. Since we have complete control over this smoothing parameter, our primary interest here is to show that the electromagnetic $\delta$-Stekloff eigenvalues converge to the standard electromagnetic Stekloff eigenvalues as $\delta \rightarrow 0^{+}$. In both cases we will conclude stability of the eigenvalues from a convergence result for the corresponding solution operators.

### 5.1. Stability with respect to $\epsilon$

We show that electromagnetic $\delta$-Stekloff eigenvalues are stable with respect to small changes in the relative permittivity $\epsilon$. We first remark that, in order to apply regularity results for Maxwell's equations, we will consider the Sobolev space $\mathbf{H}^{s}(B)$ for values of $s$ in the interval $\left(0, \frac{1}{2}\right)$, and we refer to [6] for the definition of such spaces. In this section we write the solution operator $\boldsymbol{\Psi}_{z}^{(\delta)}$ as $\boldsymbol{\Psi}_{z, \epsilon}^{(\delta)}$ in order to make explicit its dependence on the relative permittivity $\epsilon$, and we establish continuity of the mapping $\epsilon \mapsto \boldsymbol{\Psi}_{z, \epsilon}^{(\delta)}$ through an operator factorization of $\boldsymbol{\Psi}_{z, \epsilon}^{(\delta)}$ that we now derive. We recall that, for a given $\mathbf{h} \in$ $\mathbf{H}\left(\operatorname{div}_{\partial B}^{0}, \partial B\right)$, we have defined $\mathbf{\Psi}_{z, \epsilon}^{(\delta)} \mathbf{h}=\mathcal{S}_{\delta / 2} \mathbf{w}_{T}$, where $\mathbf{w} \in \mathbf{H}(\mathbf{c u r l}, B)$ is the unique solution of

$$
\begin{align*}
\operatorname{curl} \operatorname{curl} \mathbf{w}-k^{2} \epsilon \mathbf{w} & =\mathbf{0} \text { in } B  \tag{15a}\\
\boldsymbol{\nu} \times \operatorname{curl} \mathbf{w}-z \mathcal{S}_{\delta} \mathbf{w}_{T} & =\mathcal{S}_{\delta / 2} \mathbf{h} \text { on } \partial B \tag{15b}
\end{align*}
$$

If $\mathbf{w}_{j}$ satisfies (15) for $\epsilon=\epsilon_{j}, j=0,1$, then we see that $\mathbf{v}:=\mathbf{w}_{1}-\mathbf{w}_{0} \in$ $\mathbf{H}(\mathbf{c u r l}, B)$ satisfies

$$
\begin{align*}
\text { curl curl } \mathbf{v}-k^{2} \epsilon \mathbf{v} & =\mathbf{f} \text { in } B,  \tag{16a}\\
\boldsymbol{\nu} \times \operatorname{curl} \mathbf{v}-z \mathcal{S}_{\delta} \mathbf{v}_{T} & =\mathbf{0} \text { on } \partial B, \tag{16b}
\end{align*}
$$

with $\epsilon=\epsilon_{1}$ and $\mathbf{f}=k^{2}\left(\epsilon_{1}-\epsilon_{0}\right) \mathbf{w}_{0}$.
This observation motivates us to define the following operators. First, we define $\mathbf{W}_{\epsilon}: \mathbf{H}\left(\operatorname{div}_{\partial B}^{0}, \partial B\right) \rightarrow \mathbf{H}(\mathbf{c u r l}, B)$ such that $\mathbf{W}_{\epsilon} \mathbf{h}:=\mathbf{w}$, where $\mathbf{w}$ satisfies (15). Given a reference permittivity $\epsilon_{0}$ that we view as fixed and a perturbed permittivity $\epsilon_{1}$, we define the multiplication operator $\mathbf{M}_{\epsilon_{1}, \epsilon_{0}}: \mathbf{L}^{2}(B) \rightarrow \mathbf{L}^{2}(B)$ by $\mathbf{M}_{\epsilon_{1}, \epsilon_{0}} \mathbf{f}:=\left(\epsilon_{1}-\epsilon_{0}\right) \mathbf{f}$. Finally, we define the operator $\mathbf{V}_{\epsilon}: \mathbf{L}^{2}(B) \rightarrow$ $\mathbf{H}(\mathbf{c u r l}, B)$ such that $\mathbf{V}_{\epsilon} \mathbf{f}:=\mathbf{v}$, where $\mathbf{v}$ satisfies (16). We remark that the solutions operators $\mathbf{W}_{\epsilon}$ and $\mathbf{V}_{\epsilon}$ are well-defined as a result of Theorem 4.1 and the assumption that $z$ is not an electromagnetic $\delta$-Stekloff eigenvalue. Since $\mathbf{w}_{j}=\mathbf{W}_{\epsilon_{j}} \mathbf{h}, j=0,1$, it follows that

$$
\left(\mathbf{W}_{\epsilon_{1}}-\mathbf{W}_{\epsilon_{0}}\right) \mathbf{h}=\mathbf{V}_{\epsilon_{1}}\left[k^{2}\left(\epsilon_{1}-\epsilon_{0}\right) \mathbf{w}_{0}\right]=k^{2} \mathbf{V}_{\epsilon_{1}} \mathbf{M}_{\epsilon_{1}, \epsilon_{0}} \mathbf{W}_{\epsilon_{0}} \mathbf{h} .
$$

Since this equation holds for all choices of $\mathbf{h}$, we arrive at the factorization

$$
\mathbf{W}_{\epsilon_{1}}-\mathbf{W}_{\epsilon_{0}}=k^{2} \mathbf{V}_{\epsilon_{1}} \mathbf{M}_{\epsilon_{1}, \epsilon_{0}} \mathbf{W}_{\epsilon_{0}}
$$

From the relationship $\mathbf{\Psi}_{z, \epsilon}^{(\delta)}=\mathcal{S}_{\delta / 2} \boldsymbol{\gamma}_{T} \mathbf{W}_{\epsilon}$, where $\gamma_{T}: \mathbf{H}(\mathbf{c u r l}, B) \rightarrow \mathbf{H}^{-1 / 2}\left(\operatorname{curl}_{\partial B}, \partial B\right)$ is the tangential trace operator $\gamma_{T} \mathbf{u}:=\mathbf{u}_{T}$, we immediately obtain the estimate

$$
\begin{equation*}
\left\|\mathbf{\Psi}_{z, \epsilon_{1}}^{(\delta)}-\mathbf{\Psi}_{z, \epsilon_{0}}^{(\delta)}\right\| \leq C\left\|\mathbf{V}_{\epsilon_{1}}\right\|\left\|\mathbf{M}_{\epsilon_{1}, \epsilon_{0}} \mathbf{W}_{\epsilon_{0}}\right\| \tag{17}
\end{equation*}
$$

in which the constant $C>0$ is independent of both $\epsilon_{1}$ and $\epsilon_{0}$. We provide a further estimate of the right-hand side of (17) in the following lemma.

Lemma 5.1. The operator $\mathbf{M}_{\epsilon_{1}, \epsilon_{0}} \mathbf{W}_{\epsilon_{0}}: \mathbf{H}\left(\operatorname{div}_{\partial B}^{0}, \partial B\right) \rightarrow \mathbf{L}^{2}(B)$ satisfies the norm estimate

$$
\begin{equation*}
\left\|\mathbf{M}_{\epsilon_{1}, \epsilon_{0}} \mathbf{W}_{\epsilon_{0}}\right\| \leq C_{s, \epsilon_{0}}\left\|\epsilon_{1}-\epsilon_{0}\right\|_{L^{3 / s}(B)} \tag{18}
\end{equation*}
$$

where the constants $s \in\left(0, \frac{1}{2}\right)$ and $C_{s, \epsilon_{0}}>0$ are independent of $\epsilon_{1}$.

## Proof.

For a given $\mathbf{h} \in \mathbf{H}\left(\operatorname{div}_{\partial B}^{0}, \partial B\right)$ we first remark that $\mathbf{w}_{0}:=\mathbf{W}_{\epsilon_{0}} \mathbf{h}$ lies in the space

$$
\mathbf{Y}^{0}(B):=\left\{\mathbf{u} \in \mathbf{L}^{2}(B) \mid \mathbf{c u r l} \mathbf{u} \in \mathbf{L}^{2}(B), \operatorname{div}\left(\epsilon_{0} \mathbf{u}\right)=0, \boldsymbol{\nu} \cdot\left(\epsilon_{0} \mathbf{u}\right)=0\right\}
$$

equipped with the standard norm on $\mathbf{H}($ curl,$B)$, where the last condition in the space follows from the observation that

$$
0=\operatorname{div}_{\partial B}\left(\boldsymbol{\nu} \times \operatorname{curl} \mathbf{w}_{0}\right)=-\boldsymbol{\nu} \cdot \operatorname{curl} \operatorname{curl} \mathbf{w}_{0}=-k^{2} \boldsymbol{\nu} \cdot\left(\epsilon_{0} \mathbf{w}_{0}\right)
$$

Since $\left.\epsilon\right|_{D} \in W_{\Sigma}^{1, \infty}(D)$ and $\epsilon=1$ in $B \backslash \bar{D}$, we may apply the regularity results in [10, Proposition 6.5] (see also [6]) to assert the existence of $\tau_{\epsilon_{0}} \in\left(0, \frac{1}{2}\right)$ such that the space $\mathbf{Y}^{0}(B)$ is continuously embedded into $\mathbf{H}^{s}(B)$ for all $s \in\left[0, \tau_{\epsilon_{0}}\right)$, and we fix a positive such value of $s$ for the remainder of our discussion. We conclude that $\mathbf{w}_{0} \in \mathbf{H}^{s}(B)$ satisfies the estimate

$$
\left\|\mathbf{w}_{0}\right\|_{\mathbf{H}^{s}(B)} \leq C_{s}\left\|\mathbf{w}_{0}\right\|_{\mathbf{H}(\mathbf{c u r l}, B)} \leq C_{s, \epsilon_{0}}\|\mathbf{h}\|_{\mathbf{H}\left(\operatorname{div}_{\partial B}^{0}, \partial B\right)}
$$

Furthermore, the Sobolev embedding theorem (cf. [1]) implies that $\mathbf{w}_{0} \in$ $\mathbf{L}^{3 /(3-2 s)}(B)$ with continuous embedding, and we use this $L^{p}$-regularity to establish (18). We see from Hölder's inequality that

$$
\begin{aligned}
\left\|\mathbf{M}_{\epsilon_{1}, \epsilon_{0}} \mathbf{W}_{\epsilon_{0}} \mathbf{h}\right\|_{\mathbf{L}^{2}(B)} & =\left(\int_{B}\left|\epsilon_{1}-\epsilon_{0}\right|^{2}\left|\mathbf{w}_{0}\right|^{2} d x\right)^{1 / 2} \\
& \leq\left\|\epsilon_{1}-\epsilon_{0}\right\|_{L^{3 / s}(B)}\left\|\mathbf{w}_{0}\right\|_{\mathbf{L}^{3 /(3-2 s)}(B)} \\
& \leq C_{s}\left\|\epsilon_{1}-\epsilon_{0}\right\|_{L^{3 / s}(B)}\left\|\mathbf{w}_{0}\right\|_{\mathbf{H}^{s}(B)} \\
& \leq C_{s, \epsilon_{0}}\left\|\epsilon_{1}-\epsilon_{0}\right\|_{L^{3 / s}(B)}\|\mathbf{h}\|_{\mathbf{H}\left(\operatorname{div}_{\partial B}^{0}, \partial B\right)}
\end{aligned}
$$

and the definition of the operator norm now results in (18).
Examining the initial estimate (17), we see that it suffices to show that $\left\|\mathbf{V}_{\epsilon_{1}}\right\|$ is small whenever $\epsilon_{1}$ is in a small neighborhood of $\epsilon_{0}$. Ideally, we would be able to measure this neighborhood in the same norm that appeared in the result of Lemma 5.1; however, since the domain of $\mathbf{V}_{\epsilon_{1}}$ is merely $\mathbf{L}^{2}(B)$, we are unable to leverage the same regularity results from $[6,10]$ that gave rise to the $L^{3 / s}(B)$-norm. Moreover, defining the domain of this operator to be a smaller space would require the same redefinition for the codomain of the operator $\mathbf{M}_{\epsilon_{1}, \epsilon_{0}}$, and the result of Lemma 5.1 would be invalidated. Thus, in the following lemma we remain content to measure the perturbation $\epsilon_{1}-\epsilon_{0}$ in $L^{\infty}(B)$. Unlike the problem considered in [13] for the Helmholtz equation, we remark that this present difficulty is caused by the strong dependence of regularity results for Maxwell's equations on the coefficients.

Lemma 5.2. The operator norm $\left\|\mathbf{V}_{\epsilon_{1}}\right\|$ is uniformly bounded whenever $\left\|\epsilon_{1}-\epsilon_{0}\right\|_{L^{\infty}(B)}$ is sufficiently small.

## Proof.

We derive a factorization of $\mathbf{V}_{\epsilon_{1}}$ that is valid when $\left\|\epsilon_{1}-\epsilon_{0}\right\|_{L^{\infty}(B)}$ is small. For a given $\mathbf{f} \in \mathbf{L}^{2}(B)$ we consider $\mathbf{v}_{j}:=\mathbf{V}_{\epsilon_{j}} \mathbf{f}, j=0$, 1 , and we see that $\mathbf{v}_{1}-\mathbf{v}_{0}$ satisfies

$$
\begin{aligned}
\operatorname{curl} \operatorname{curl}\left(\mathbf{v}_{1}-\mathbf{v}_{0}\right)-k^{2} \epsilon_{1}\left(\mathbf{v}_{1}-\mathbf{v}_{0}\right) & =k^{2}\left(\epsilon_{1}-\epsilon_{0}\right) \mathbf{v}_{0} \text { in } B, \\
\boldsymbol{\nu} \times \operatorname{curl}\left(\mathbf{v}_{1}-\mathbf{v}_{0}\right)-z \mathcal{S}_{\delta}\left(\mathbf{v}_{1, T}-\mathbf{v}_{0, T}\right) & =\mathbf{0} \text { on } \partial B .
\end{aligned}
$$

It follows that $\mathbf{v}_{1}-\mathbf{v}_{0}=\mathbf{V}_{\epsilon_{1}}\left[k^{2}\left(\epsilon_{1}-\epsilon_{0}\right) \mathbf{v}_{0}\right]$, and we arrive at the factorization

$$
\mathbf{V}_{\epsilon_{1}}-\mathbf{V}_{\epsilon_{0}}=k^{2} \mathbf{V}_{\epsilon_{1}} \mathbf{M}_{\epsilon_{1}, \epsilon_{0}} \mathbf{V}_{\epsilon_{0}}
$$

which may be written as

$$
\mathbf{V}_{\epsilon_{1}}\left(I-k^{2} \mathbf{M}_{\epsilon_{1}, \epsilon_{0}} \mathbf{V}_{\epsilon_{0}}\right)=\mathbf{V}_{\epsilon_{0}}
$$

From the observation that for all $\mathbf{f} \in \mathbf{L}^{2}(B)$ we have

$$
\begin{aligned}
\left\|\mathbf{M}_{\epsilon_{1}, \epsilon_{0}} \mathbf{V}_{\epsilon_{0}} \mathbf{f}\right\|_{\mathbf{L}^{2}(B)} & =\left(\int_{B}\left|\epsilon_{1}-\epsilon_{0}\right|^{2}\left|\mathbf{v}_{0}\right|^{2} d x\right)^{1 / 2} \\
& \leq\left\|\epsilon_{1}-\epsilon_{0}\right\|_{L^{\infty}(B)}\left\|\mathbf{v}_{0}\right\|_{\mathbf{L}^{2}(B)} \\
& \leq\left\|\mathbf{V}_{\epsilon_{0}}\right\|\left\|\epsilon_{1}-\epsilon_{0}\right\|_{L^{\infty}(B)}\|\mathbf{f}\|_{\mathbf{L}^{2}(B)}
\end{aligned}
$$

we have the estimate $\left\|\mathbf{M}_{\epsilon_{1}, \epsilon_{0}} \mathbf{V}_{\epsilon_{0}}\right\| \leq\left\|\mathbf{V}_{\epsilon_{0}}\right\|\left\|\epsilon_{1}-\epsilon_{0}\right\|_{L^{\infty}(B)}$, and it follows that the operator $I-k^{2} \mathbf{M}_{\epsilon_{1}, \epsilon_{0}} \mathbf{V}_{\epsilon_{0}}: \mathbf{L}^{2}(B) \rightarrow \mathbf{L}^{2}(B)$ is invertible whenever $\left\|\epsilon_{1}-\epsilon_{0}\right\|_{L^{\infty}(B)}<$ $k^{-2}\left\|\mathbf{V}_{\epsilon_{0}}\right\|^{-1}$. Thus, in this case we have

$$
\mathbf{V}_{\epsilon_{1}}=\mathbf{V}_{\epsilon_{0}}\left(I-k^{2} \mathbf{M}_{\epsilon_{1}, \epsilon_{0}} k^{-2} \mathbf{V}_{\epsilon_{0}}\right)^{-1}
$$

and from a Neumann series expansion we obtain

$$
\left\|\mathbf{V}_{\epsilon_{1}}\right\| \leq \frac{\left\|\mathbf{V}_{\epsilon_{0}}\right\|}{1-k^{2}\left\|\mathbf{V}_{\epsilon_{0}}\right\|\left\|\epsilon_{1}-\epsilon_{0}\right\|_{L^{\infty}(B)}}
$$

This inequality allows us to conclude that $\left\|\mathbf{V}_{\epsilon_{1}}\right\|$ is uniformly bounded whenever $\left\|\epsilon_{1}-\epsilon_{0}\right\|_{L^{\infty}(B)}<k^{-2}\left\|\mathbf{V}_{\epsilon_{0}}\right\|^{-1}$.

Combining (17) with the results of Lemmas 5.1-5.2 yields our main result, which we state in the following theorem.

Theorem 5.3. If $\epsilon_{0}$ is fixed and $\left\|\epsilon_{1}-\epsilon_{0}\right\|_{L^{\infty}(B)}$ is sufficiently small, then there exist constants $s \in\left(0, \frac{1}{2}\right)$ and $C_{s, \epsilon_{0}}>0$ independent of $\epsilon_{1}$ for which

$$
\begin{equation*}
\left\|\mathbf{\Psi}_{z, \epsilon_{1}}^{(\delta)}-\mathbf{\Psi}_{z, \epsilon_{0}}^{(\delta)}\right\| \leq C_{s, \epsilon_{0}}\left\|\epsilon_{1}-\epsilon_{0}\right\|_{L^{3 / s}(B)} \tag{19}
\end{equation*}
$$

Remark 5.4. We remark that, assuming a suitably small magnitude of the perturbation, i.e. small $\left\|\epsilon_{1}-\epsilon_{0}\right\|_{L^{\infty}(B)}$, Theorem 5.3 implies that the difference in the corresponding solution operators is stable with respect to the measure of the perturbed region in $B$ through the norm $\left\|\epsilon_{1}-\epsilon_{0}\right\|_{L^{3 / s}(B)}$. In particular, if $\Omega_{\epsilon_{1}, \epsilon_{0}}=\operatorname{supp}\left(\epsilon_{1}-\epsilon_{0}\right)$, then we have

$$
\left\|\epsilon_{1}-\epsilon_{0}\right\|_{L^{3 / s}(B)} \leq\left|\Omega_{\epsilon_{1}, \epsilon_{0}}\right|^{s / 3}\left\|\epsilon_{1}-\epsilon_{0}\right\|_{L^{\infty}(B)}
$$

In the special case that $\Omega_{\epsilon_{1}, \epsilon_{0}}$ is a smooth deformation of a ball of radius $r\left(\epsilon_{1}\right)$ dependent upon $\epsilon_{1}$, the estimate (19) implies that

$$
\left\|\mathbf{\Psi}_{z, \epsilon_{1}}^{(\delta)}-\mathbf{\Psi}_{z, \epsilon_{0}}^{(\delta)}\right\| \leq C_{s, \epsilon_{0}} r\left(\epsilon_{1}\right)^{s}\left\|\epsilon_{1}-\epsilon_{0}\right\|_{L^{\infty}(B)}
$$

We note that the convergence rate with respect to the measure of the perturbed region is dependent upon $s$, which is, roughly speaking, representative of the regularity of the interface $\Sigma$ associated with the space $W_{\Sigma}^{1, \infty}(D)$ in which $\left.\epsilon_{0}\right|_{D}$ lies. The same results applied to a permittivity $\epsilon_{0}$ which is in $C^{1}(B)$ would yield $s=\frac{1}{2}(c f .[6])$.

The result of Theorem 5.3 immediately implies the following corollary (cf. [24]).

Corollary 5.5. If $\left\|\epsilon_{1}-\epsilon_{0}\right\|_{L^{\infty}(B)}$ is sufficiently small and $\epsilon_{1} \rightarrow \epsilon_{0}$ in $L^{3 / s}(B)$, then the set of electromagnetic $\delta$-Stekloff eigenvalues for $\epsilon_{1}$ converges to the set of electromagnetic $\delta$-Stekloff eigenvalues for $\epsilon_{0}$.

### 5.2. Stability with respect to $\delta$

In this section we fix the permittivity $\epsilon$, and we show that the eigenvalues are stable with respect to changes in $\delta$. Since the smoothing parameter $\delta$ may be freely chosen, our main interest is in showing stability at the point $\delta=0$, which implies that the electromagnetic $\delta$-Stekloff eigenvalues converge to the standard electromagnetic Stekloff eigenvalues as $\delta \rightarrow 0^{+}$. We accomplish this task using a factorization technique similar to Section 5.1. Before we begin, we remark that for technical reasons we will consider a slightly different solution operator $\tilde{\mathbf{\Psi}}_{z}^{(\delta)}: \mathbf{H}\left(\operatorname{div}_{\partial B}^{0}, \partial B\right) \rightarrow \mathbf{H}\left(\operatorname{div}_{\partial B}^{0}, \partial B\right)$ defined by $\tilde{\mathbf{\Psi}}_{z}^{(\delta)}:=\mathcal{S}_{\delta} \mathbf{T}_{z}^{(\delta)}$. By applying Proposition 4.3 with $\delta_{1}=1$ and $\delta_{2}=0$, we observe that the spectrum of $\tilde{\mathbf{\Psi}}_{z}^{(\delta)}$ coincides with that of $\boldsymbol{\Psi}_{z}^{(\delta)}$, and as a consequence we may equivalently study the spectrum of $\tilde{\mathbf{\Psi}}_{z}^{(\delta)}$. We will often measure norms of operators between spaces $\mathbf{H}^{\rho_{1}}\left(\operatorname{div}_{\partial B}^{0}, \partial B\right)$ and $\mathbf{H}^{\rho_{2}}\left(\operatorname{div}_{\partial B}^{0}, \partial B\right)$ for some $\rho_{1}, \rho_{2} \geq 0$, and for convenience we denote this operator norm as $\|\cdot\|_{\rho_{1}, \rho_{2}}$.

We now derive a factorization for the operator $\mathbf{T}_{z}^{(\delta)}$. For each $\delta \geq 0$ we denote by $\mathbf{u}_{\delta} \in \mathbf{H}(\mathbf{c u r l}, B)$ the unique solution of (14) for a given $\mathbf{h} \in \mathbf{H}\left(\operatorname{div}_{\partial B}^{0}, \partial B\right)$, which implies that $\mathcal{S}_{0} \mathbf{u}_{\delta, T}=\mathbf{T}_{z}^{(\delta)} \mathbf{h}$. We see that $\mathbf{u}_{\delta}-\mathbf{u}_{0}$ satisfies

$$
\operatorname{curl} \operatorname{curl}\left(\mathbf{u}_{\delta}-\mathbf{u}_{0}\right)-k^{2} \epsilon\left(\mathbf{u}_{\delta}-\mathbf{u}_{0}\right)=\mathbf{0} \text { in } B,
$$

$$
\boldsymbol{\nu} \times \operatorname{curl}\left(\mathbf{u}_{\delta}-\mathbf{u}_{0}\right)-z \mathcal{S}_{\delta}\left(\mathbf{u}_{\delta, T}-\mathbf{u}_{0, T}\right)=z\left(\mathcal{S}_{\delta}-\mathcal{S}_{0}\right) \mathbf{u}_{0, T} \text { on } \partial B
$$

from which we obtain
$\left(\mathbf{T}_{z}^{(\delta)}-\mathbf{T}_{z}^{(0)}\right) \mathbf{h}=\mathcal{S}_{0}\left(\mathbf{u}_{\delta, T}-\mathbf{u}_{0, T}\right)=\mathbf{T}_{z}^{(\delta)}\left[z\left(\mathcal{S}_{\delta}-\mathcal{S}_{0}\right) \mathbf{u}_{0, T}\right]=z \mathbf{T}_{z}^{(\delta)}\left(\mathcal{S}_{\delta}-\mathcal{S}_{0}\right) \mathbf{T}_{z}^{(0)} \mathbf{h}$.
We note that the final equality follows from the fact that $\left(\mathcal{S}_{\delta}-\mathcal{S}_{0}\right)=\left(\mathcal{S}_{\delta}-\mathcal{S}_{0}\right) \mathcal{S}_{0}$. Since this equation holds for all $\mathbf{h}$, we arrive at the factorization

$$
\begin{equation*}
\mathbf{T}_{z}^{(\delta)}-\mathbf{T}_{z}^{(0)}=z \mathbf{T}_{z}^{(\delta)}\left(\mathcal{S}_{\delta}-\mathcal{S}_{0}\right) \mathbf{T}_{z}^{(0)} \tag{20}
\end{equation*}
$$

which may be written as

$$
\begin{equation*}
\mathbf{T}_{z}^{(\delta)}\left[I-z\left(\mathcal{S}_{\delta}-\mathcal{S}_{0}\right) \mathbf{T}_{z}^{(0)}\right]=\mathbf{T}_{z}^{(0)} \tag{21}
\end{equation*}
$$

In order to invert the operator $I-z\left(\mathcal{S}_{\delta}-\mathcal{S}_{0}\right) \mathbf{T}_{z}^{(0)}: \mathbf{H}\left(\operatorname{div}_{\partial B}^{0}, \partial B\right) \rightarrow \mathbf{H}\left(\operatorname{div}_{\partial B}^{0}, \partial B\right)$ for small $\delta$, we show in the following lemma that $\mathcal{S}_{\delta} \rightarrow \mathcal{S}_{0}$ in a certain operator norm as $\delta \rightarrow 0^{+}$.

Lemma 5.6. The operator $\mathcal{S}_{\delta}: \mathbf{H}^{1}\left(\operatorname{div}_{\partial B}^{0}, \partial B\right) \rightarrow \mathbf{H}\left(\operatorname{div}_{\partial B}^{0}, \partial B\right)$ converges in operator norm to $\mathcal{S}_{0}: \mathbf{H}^{1}\left(\operatorname{div}_{\partial B}^{0}, \partial B\right) \rightarrow \mathbf{H}\left(\operatorname{div}_{\partial B}^{0}, \partial B\right)$ as $\delta \rightarrow 0^{+}$.

Proof.
For a given $\mathbf{h} \in \mathbf{H}^{1}\left(\operatorname{div}_{\partial B}^{0}, \partial B\right)$ with eigenfunction expansion

$$
\mathbf{h}=\sum_{m=1}^{\infty} \mathbf{h}_{m}^{(2)} \operatorname{curl}_{\partial B} Y_{m}
$$

we observe that

$$
\begin{align*}
\left\|\left(\mathcal{S}_{\delta}-\mathcal{S}_{0}\right) \mathbf{h}\right\|_{\mathbf{H}\left(\operatorname{div}_{\partial B}^{0}, \partial B\right)} & =\left\|\sum_{m=1}^{\infty}\left(\mu_{m}^{-\delta}-1\right) \mathbf{h}_{m}^{(2)} \mathbf{c u r l}_{\partial B} Y_{m}\right\|_{\mathbf{L}_{t}^{2}(\partial B)} \\
& =\left(\sum_{m=1}^{\infty} \mu_{m}\left|\left(\mu_{m}^{-\delta}-1\right) \mathbf{h}_{m}^{(2)}\right|^{2}\right)^{1 / 2}  \tag{22}\\
& =\left(\sum_{m=1}^{\infty}\left|\frac{1-\mu_{m}^{-\delta}}{\mu_{m}^{1 / 2}}\right|^{2} \mu_{m}^{2}\left|\mathbf{h}_{m}^{(2)}\right|^{2}\right)^{1 / 2}
\end{align*}
$$

For each $m \in \mathbb{N}$ it is clear that

$$
\lim _{\delta \rightarrow 0^{+}} \frac{1-\mu_{m}^{-\delta}}{\mu_{m}^{1 / 2}}=0
$$

but the convergence may not be uniform in $m$. However, we now show that there exists some $m_{*} \in \mathbb{N}$ independent of $\delta$ for which the sequence $\left\{\frac{1-\mu_{m}^{-\delta}}{\mu_{m}^{1 / 2}}\right\}_{m \geq m_{*}}$ is
non-increasing, which will allow us to conclude the desired result. For each $\delta>0$ we consider the function $\varphi_{\delta}(t):=\frac{1-t^{-\delta}}{t^{1 / 2}}$ on the interval $[1, \infty)$. We see that

$$
\varphi_{\delta}^{\prime}\left(e^{2}\right)=\frac{1}{2} e^{-2 \delta-3}\left(2 \delta+1-e^{2 \delta}\right)
$$

and since $2 \delta+1-e^{2 \delta}<0$ for all $\delta>0$ we conclude that $\varphi_{\delta}$ is decreasing on the interval $\left(e^{2}, \infty\right)$ for all $\delta>0$. Thus, by choosing $m_{*}$ such that $\mu_{m_{*}}>e^{2}$ we have a non-increasing sequence $\left\{\frac{1-\mu_{m}^{-\delta}}{\mu_{m}^{1 / 2}}\right\}_{m \geq m_{*}}$, and we may split the final series in (22) to obtain

$$
\left\|\left(\mathcal{S}_{\delta}-\mathcal{S}_{0}\right) \mathbf{h}\right\|_{\mathbf{H}\left(\operatorname{div}_{\partial B}^{0}, \partial B\right)} \leq \max _{1 \leq m \leq m_{*}}\left|\frac{1-\mu_{m}^{-\delta}}{\mu_{m}^{1 / 2}}\right|\|\mathbf{h}\|_{\mathbf{H}^{1}\left(\operatorname{div}_{\partial B}^{0}, \partial B\right)}
$$

This result leads us to the estimate

$$
\left\|\mathcal{S}_{\delta}-\mathcal{S}_{0}\right\|_{1,0} \leq \max _{1 \leq m \leq m_{*}}\left|\frac{1-\mu_{m}^{-\delta}}{\mu_{m}^{1 / 2}}\right|
$$

and by applying the Mean Value Theorem to each of the functions $\psi_{m}(t):=$ $1-\mu_{m}^{-t}$ on the interval $[0, \delta]$ we obtain

$$
\begin{equation*}
\left\|\mathcal{S}_{\delta}-\mathcal{S}_{0}\right\|_{1,0} \leq C \delta \tag{23}
\end{equation*}
$$

where the constant $C$ is independent of $\delta$. We note that this constant is related to the maximum in the previous inequality, which is over a finite collection of terms and hence exists. This final estimate provides the desired result.

We return to (21), and by the result of Lemma 5.6 we may invert the operator in brackets for sufficiently small $\delta>0$ in order to arrive at the representation

$$
\mathbf{T}_{z}^{(\delta)}=\mathbf{T}_{z}^{(0)}\left[I-z\left(\mathcal{S}_{\delta}-\mathcal{S}_{0}\right) \mathbf{T}_{z}^{(0)}\right]^{-1}
$$

From a Neumann series expansion and (23) we have

$$
\left\|\mathbf{T}_{z}^{(\delta)}\right\|_{0,1} \leq \frac{\left\|\mathbf{T}_{z}^{(0)}\right\|_{0,1}}{1-C_{0} \delta}
$$

for sufficiently small $\delta>0$, where $C_{0}$ is a constant independent of $\delta$, and it follows that $\left\|\mathbf{T}_{z}^{(\delta)}\right\|_{0,1}$ is uniformly bounded for small $\delta>0$. With this result in hand we may use (20) and Lemma 5.6 to immediately obtain the estimate

$$
\begin{equation*}
\left\|\mathbf{T}_{z}^{(\delta)}-\mathbf{T}_{z}^{(0)}\right\|_{0,1} \leq C \delta \tag{24}
\end{equation*}
$$

for sufficiently small $\delta>0$. It now remains to establish the same estimate for the difference $\tilde{\mathbf{\Psi}}_{z}^{(\delta)}-\tilde{\mathbf{\Psi}}_{z}^{(0)}$, which we give in the following theorem.

Theorem 5.7. If $\delta>0$ is sufficiently small, then there exists a constant $C$ independent of $\delta$ for which

$$
\begin{equation*}
\left\|\tilde{\boldsymbol{\Psi}}_{z}^{(\delta)}-\tilde{\boldsymbol{\Psi}}_{z}^{(0)}\right\|_{0,0} \leq C \delta \tag{25}
\end{equation*}
$$

## Proof.

By the triangle inequality we have

$$
\begin{aligned}
\left\|\tilde{\mathbf{\Psi}}_{z}^{(\delta)}-\tilde{\mathbf{\Psi}}_{z}^{(0)}\right\|_{0,0} & =\left\|\mathcal{S}_{\delta} \mathbf{T}_{z}^{(\delta)}-\mathcal{S}_{0} \mathbf{T}_{z}^{(0)}\right\|_{0,0} \\
& \leq\left\|\mathcal{S}_{\delta}\left(\mathbf{T}_{z}^{(\delta)}-\mathbf{T}_{z}^{(0)}\right)\right\|_{0,0}+\left\|\left(\mathcal{S}_{\delta}-\mathcal{S}_{0}\right) \mathbf{T}_{z}^{(0)}\right\|_{0,0} \\
& \leq\left\|\mathcal{S}_{\delta}\right\|_{1,0}\left\|\mathbf{T}_{z}^{(\delta)}-\mathbf{T}_{z}^{(0)}\right\|_{0,1}+\left\|\mathcal{S}_{\delta}-\mathcal{S}_{0}\right\|_{1,0}\left\|\mathbf{T}_{z}^{(0)}\right\|_{0,1} .
\end{aligned}
$$

Noting that $\left\|\mathcal{S}_{\delta}\right\|_{1,0}$ is uniformly bounded for small $\delta$ as a result of Lemma 5.6, the desired estimate (25) follows from combining (23) and (24).

The norm convergence of the sequence $\left\{\tilde{\boldsymbol{\Psi}}_{z}^{(\delta)}\right\}_{\delta>0}$ that we obtained in Theorem 5.7 immediately implies the following corollary (cf. [24]).

Corollary 5.8. The electromagnetic $\delta$-Stekloff eigenvalues converge to the standard electromagnetic Stekloff eigenvalues as $\delta \rightarrow 0^{+}$.

## 6. Conclusion

We have shown that, with a slight modification of the boundary condition in the standard electromagnetic Stekloff eigenvalue problem, infinitely many eigenvalues exist even for an absorbing medium, and these eigenvalues are stable with respect to changes in the material coefficients and the smoothing parameter $\delta$. Both of these results are useful in establishing applicability and robustness of nondestructive evaluation methods based on using eigenvalues as potential target signatures, and it might be useful to apply the same ideas to other types of problems besides Stekloff eigenvalues and their generalizations. In particular, the recent introduction in [17] of a class of eigenvalues that depends on a tuning parameter $\gamma$ may allow for some control over the sensitivity of eigenvalues to changes in the medium, but existence results for an absorbing medium are lacking. However, a similar introduction of a smoothing operator into this problem is not straightforward, as the eigenparameter no longer appears in the boundary condition. The effort to find the proper trace class modification of this problem is ongoing.
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